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Foreword

SMSI 2023
Preface by the Conference Chairmen

We are pleased to meet you in person for this year's SMSI
Conference. We cordially invite you to an intensive, professional
exchange in a relaxing atmosphere about the latest research results,
developments, and future trends around the topics of sensor
technology, measurement, and metrology.

Meet international experts from the fields of sensors and
instrumentation, measurement science and metrological infrastructure.
Continue the success story of AMA relaxing atmosphere about the
latest research results, developments, and future trends around the
topics of sensor technology, measurement, and metrology scientific
conferences related to sensors and metrology in Nuremberg. Use and
strengthen our network, which for more than three decades has
connected institutions and organizations from science, industry,
research, and development to exchange ideas and to initiate
successfully joint scientific projects.

SMSI 2023 thematically focuses on three pillars: sensors and
instrumentation, measurement science as well as the system of units
and metrological infrastructure. The sessions pursue an
interdisciplinary, scientific focus with the aim of highlighting new trends,
theories, methods, findings, and applications in these trendsetting
topical areas. This year's highlight topics are quantum sensing,
quantum metrology, optical biosensors, smart measurement and
sensor systems, metrology in the digital age, nanometrology and
nanofabrication, and Kibble and Planck scales, just to name a few.

In addition to technical talks, tutorials, a science slam and poster
presentations, we invite you to attend the plenary talks given by
internationally renowned peers. Among them, Wolfgang Koch from
Fraunhofer FKIE will highlight the prospects for Al-driven systems for
fusing data from multiple sensors. Emma Wooliams from the National
Physical Laboratory (UK) will present Metrology in Earth Observation.
Heinrich Heiss from Infineon Technologies AG will report on MEMS

audio activities. Dariusz Krakowski from Airbus will discuss sensor
applications in aircraft, and Georg E. Fantner from the Ecole

Urlich Schmid

Michael Heizmann

Klaus-Dieter Sommer

Polytechnique Fédérale de Lausanne will present latest results on AFM metrology at

nanoscale level.

SMSI will take place in parallel and conjunction with SENSOR+TEST, the world's largest
trade fair for measurement and testing industry, thus offering an additional, practice-
oriented exchange between academia, industry, and non-academic research
organizations. And of course: Join us for our attractive social program and a lovely gala

dinner in the historic city of Nuremberg.
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Foreword

We look forward to your expertise and a lively exchange. With the present conference
proceedings, you already hold a comprehensive insight into the SMSI 2023 in your
hands. It contains the peer-reviewed, two-page short papers submitted by the authors in
response to the Call for Papers. We hope you enjoy browsing through the conference
proceedings and gain many new insights.

Finally, our special thanks go to the members of the SMSI Conference Committee, the
Topical Chairs of the conference pillars, the session chairs, and especially to the authors.

Ulrich Schmid Michael Heizmann Klaus-Dieter Sommer

General Chair General Co-Chair General Co-Chair
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Metrology for Climate Observation:
European Coordination
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Summary:

The European Metrology Network for Climate and Ocean Observation coordinates the European met-
rological community to become the European contribution to the global effort to bring metrological prin-
ciples into the observations of the climate and broader observations of the ocean to support the quality
assurance, stability and international consistency of the measurements that make up the global climate
observing system. Here we describe activities of the network, and the requirements for metrology it has

identified.

Keywords: climate change, observations, European Metrology Network, metrological framework,

Introduction

Measurements from space, air, ground, and sea
provide comprehensive information on the state
of the environment. Service providers, commer-
cial and nonprofit organisations, local and na-
tional governments, and international organiza-
tions use information from observations to sup-
port social and economic development and ad-
dress global and local challenges: natural haz-
ards, climate change, biodiversity, and energy,
water, and food security.

The Global Climate Observing System (GCOS)
is a key component of the United Nations Frame-
work Convention on Climate Change (UN-
FCCC). The 2022 GCOS implementation plan
[1] describes observations as central to climate
action: “At a fundamental level what we do not
observe we cannot understand and what we
cannot understand we cannot predict, adapt to
and mitigate". That plan highlights how observa-
tion systems are critical to both the scientific
analysis and to providing tailored climate infor-
mation to decision makers and the public. It calls
for more systematic observation of the water,
carbon and Earth energy cycles, as well as a co-
ordinated, high-quality, free, and open access to
climate data.

There are references to metrological principles
and techniques throughout the 2022 GCOS im-
plementation plan. Sl-traceability, robust uncer-
tainty analysis and comparison approaches are
explicitly mentioned.

In response to this increasing coordination of ob-
servation systems, and recognition of the value
of metrology, it is timely for the metrology com-
munity to consider how it can also coordinate its
efforts to provide systematic and sustainable
metrological support for the climate observing
system.

The European Metrology Network for Cli-
mate and Ocean Observation

In 2019, the European Association of National
Metrology Institutes (EURAMET) established the
European Metrology Network (EMN) for climate
and ocean observation [2] as one of the first set
of EMNs to provide coordination for metrology
for societal benefit areas. The EMN has 24 mem-
ber institutions from 19 European countries and
its mission is to be the ‘European contribution to
a global effort to bring metrology into climate and
ocean observations”.

In its first three years, the EMN has performed a
review of the needs of the climate and ocean ob-
servation communities and created a strategic
research agenda in response. It has held several
internal and stakeholder workshops and pre-
sented the metrological approach to key relevant
conferences and organisations. The EMN also
was key to organising the 2022 BIPM-WMO Me-
trology for Climate Action Workshop which is
currently preparing recommendations for global
collaboration between metrologists and the ob-
servation community.
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Key common requirements

There are more than 50 ECVs, many of which
can be measured in different ways, and there are
many applications for climate observation data.
While this broadens the scope of the EMN, its
stakeholder needs reviews have identified some
common requirements for metrological collabo-
ration. These include:

e Providing guidelines, tailored to the observa-
tions community, for metrological terminol-
ogy and how to apply the Guide to the Ex-
pression of Uncertainty in Measurement
(GUM) to observational data

e Supporting the establishment of tiered net-
works with high-quality Sl-traceable refer-
ence measurements, linked higher density
operational observations and local infor-
mation from low-cost sensors

e Supporting the development of methodolo-
gies to intercompare and combine local and
satellite-based measurements and models,
with different spatial and temporal scales

e Developing methods for metrological tracea-
bility and uncertainty analysis for data pro-
cessing through neural network algorithms

Most generally, many observation communities
welcome the participation of metrologists in their
committees and research projects.

Example engagement with the satellite com-
munity

Collaboration between metrologists and the sat-
ellite observation community led to the Quality
Assurance Framework for Earth Observation
(QA4EOQO), which was endorsed by CEOS in
2008. QA4EOQO establishes the principle that
Earth observations should have an associated
quality indicator (e.g., uncertainty) and provide
traceability to a community-agreed reference
(ideally SI). Following the agreement of this prin-
ciple, and particularly through research projects
funded by the European space agencies ESA
and EUMETSAT and the EU research pro-
grammes, collaboration has led to defined guide-
lines (on [3]) for applying uncertainties and trace-
ability to satellite observations and the “fiducial
reference measurement” suborbital observa-
tions that support them. It has also led to the first
metrology satellite: TRUTHS, a satellite that will
fly the primary optical radiometric standard into
space, is in development for a ~2030 launch [4].

Example engagement in atmospheric chem-
istry

The metrology community is already involved
with several atmospheric measurement commu-
nities, including the WMO-Global Atmosphere
Watch (WMO-GAW) [5]. The WMO-GAW works

Plenary Talk
DOI 10.5162/SMSI2023/PT4

towards a single coordinated global understand-
ing of atmospheric composition and its changes,
as well as improving understanding of how the
atmosphere, oceans, and biosphere interact with
one another. By coordinating high-quality atmos-
pheric composition observations across global to
local scales, GAW drives impactful science and
produces the next generation of research-ena-
bled products and services. Some components
of the GAW observational network are recog-
nized as comprehensive and baseline networks
within GCOS. The GAW Implementation Plan
2016-2023 [6] embeds metrology in its data qual-
ity objectives on measurement and requires
traceability to agreed references (ideally Sl).
Several metrology institutes already contribute
actively by being assigned as a central calibra-
tion laboratory within WMO-GAW, and both com-
munities participate in regular experts' meetings.

Example engagement with the marine sci-
ence community

Collaboration between metrologists and the ma-
rine science community recently started via the
MINKE [7] (Metrology for Integrated Marine Man-
agement and Knowledge-Transfer Network) ini-
tiative, under H2020. In addition to integrating
key European marine metrology research infra-
structures, it coordinates their use and develop-
ment, and proposes a framework for monitoring
and managing marine ecosystems based on
high-quality oceanographic data. The MINKE
consortium incorporates all key research infra-
structures working on marine calibration, such as
metrological and oceanographic institutions, and
mature participatory networks around Europe,
while targeted actions in the Networking Activi-
ties foresee the active involvement of technolog-
ical partners, international institutions, including
intergovernmental bodies, EU and International
Networks and EU Research infrastructures.

Conclusions

This presentation will discuss the different needs
and approaches to bring metrological principles
into climate and ocean observation.
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Summary:

We offer a vision of a digitally transformed quality infrastructure (Ql). Specifically, we analyze the
interplay and data flow between the QI institutions and present digital certificates, cloud infrastructures
as well as requirements with respect to interoperability that will enable a digitally-transformed Ql.
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Introduction

The quality infrastructure (Ql) is an established
and effective system to guarantee the quality of
products, services, and processes. Currently the
world is undergoing a twin-transition. New digital
technologies become available that
fundamentally change industrial processes and
enable completely new products and services. At
the same time, the green transition requires a
speedy transition towards renewable energy
sources and more environmentally friendly
production methods. The QI must transform itself
to promptly address these novel technologies
and create trust and acceptance by the
consumers.

Here we analyze relevant QI processes,
describe the digital tools that allow fully digital
workflows, and report the most current
developments related to digital certificates, cloud
infrastructures and an interoperable digital Ql.

Results

Business partners, authorities, factory control
systems, end consumers need trustworthy
information about a product or a service. In the
Ql, this information is provided in the form of test
reports or certificates.

In the digital age, the information about a product
— its “Ql status” — must be provided in a digital,
machine-readable way. An already well-
developed use case is the digital calibration
certificate (DCC), which has been available in a
stable format since 2021 [1]. It uses the flexible
and internationally recognized Extensible
Markup Language (XML) format. The DCC XML
scheme is based on the minimum requirements
for the machine-readable exchange of
metrological data as described, for instance, in
the "Digital System of Units" (D-Sl) metadata

model and complies with all international
standards and guidelines required for such a
document, including the Sl units, the
International vocabulary of metrology (VIM), the
GUM, the CODATA table review, and ISO/IEC
17025 [1]. The DCC can be equipped with an
electronic signature, as a means for its
cryptographic protection against manipulation.
The DCC therefore allows to avoid media
discontinuity in calibration services, and it
permits an error-free transmission of the
corresponding data and information. The
structure of the DCC is divided into four areas:
administrative data, measurement results,
comments, and the analogue calibration
certificate as human readable. This approach
can be adapted to certificates of conformity and
other result reports. As part of the initiative “Ql-
Digital”, the PTB is developing a digital, digital
Certificate of Conformance (D-CoC) for
conformity assessments according to ISO/IEC
17065 in legal metrology (D-CoC M) as well as
in the legally regulated area of explosion
protection (D-CoC Ex) [2].

The accreditation of a laboratory or company
attests the competence for a certain type of
service or product. In some cases, the
accreditation of a conformity assessment body
or calibration laboratory is required. In that case,
this information must be made available via a
central database or be provided with the
certificate (e. g. as a digital signature) [3].

Conformity assessments thus form the contact
points between QI and product and usually
invoke the interplay of several Ql elements. A
digital QI platform must be aimed at optimizing
the conformity assessment workflow -
maximizing its efficiency while also guaranteeing
cyber security and data autonomy.
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well as corresponding QI processes and stakeholders.

From Fig. 1 we can collect important workflows
for a digital QI platform: process initiation,
retrieval of relevant norms and standards,
providing product data relevant for the
assessment (administrative data, test results,
information from a calibration certificate, the
accreditation status of the issuing laboratory),
certificate distribution. In case the product is a
digital asset (e. g., a software update), it should
also be distributed over the same platform.
Immutable process documentation, e. g. in form
of a blockchain, makes the system auditable.

Initial developments towards the mutual access
to information and data relevant for the
digitalization of processes in the Ql were
undertaken in the initiative “European Metrology
Cloud” [4]. The “Metrology Cloud” is a secured
network of participants from the quality
infrastructure. In this concept, data owners share
their data with the network via mutual interfaces
provided with the Metrology Cloud. That is, no
data is circulated between parties unnecessarily,
whilst still being able to support and streamline
processes in the Ql. A software could realize the
automation of the QI processes based on the
available data. Moreover, each network
participant has a certain role, which specifies the
information that is visible and accessible. As part
of the initiative “Ql-Digital” [2], the original
Metrology Cloud will be further developed into an
infrastructure that supports the digitalization of
general processes in the quality infrastructure —
the “Ql Cloud”.

Interoperability is the prerequisite to implement
digital processes that involve more than one QI
organization and to allow data flow between
them via mutual interfaces. Moreover, it also
allows to connect with the local infrastructures of
companies and to enable them to readily
integrate their own IT systems.

distributed across the various sources, provided
it can be found and accessed. Therefore,
emphasis should be put on the adherence to the
FAIR principles (findable, accessible,
interoperable, and re-usable) in the design of the
digital Ql. Interoperability of data models is
particularly important. For instance, information
and data representation in a calibration
certificate should ideally be very close, at least
consistent, with the representation of similar
information in a digital standard, an accreditation
platform, etc. This minimizes the need for
converters that add complexity and the potential
for software bugs. This enables other entities
(e.g., private companies) to contribute their
solutions (e.g., lab software) to assist in
improving and further streamlining the Ql
workflow.  Automatically  finding relevant
information requires semantic information (PIDs,
ontologies, etc.) and, thus, includes the
transformation of human-oriented glossaries and
definition lists into machine-readable knowledge
representations.

In conclusion, we have described the digital tools
for a fully digital Ql. Note that likely also the
regulatory framework will have to be adapted to
fully support the digital processes.
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Summary:

Artificial intelligence (Al) technologies in medicine require advanced testing approaches to assess and
ensure the quality of applications. Here, we present a modular and scalable platform concept for quali-
ty assessment of Al technologies to accomplish this in a fast automated and digital way. We describe
the design and functionality of the platform and its application to Al-based image reconstruction in
accelerated magnetic resonance imaging (MRI) as a use-case example.

Keywords: Atrtificial Intelligence, Digital platform for Al testing, Medical Al applications

Introduction

Artificial Intelligence (Al) is a rapidly growing
field of innovation which is producing powerful
software solutions, e.g. in the healthcare sector.
However, for their successful application in
clinical routine, quality assessment is essential.
For this purpose, the European Information
Technology for the Future of Cancer (ITFoC)
consortium demands independent tests that go
beyond the common internal testing and valida-
tion during development [1]. In the future, regu-
lation on Al-based software in the medical sec-
tor is likely as these applications are ranked as
“high-risk” in the Al Act of the EU commission
[2]. Thus, a key question will be how the exist-
ing quality infrastructure can be adjusted to
carry out independent tests without slowing
down the innovation potential.

Al testing platform (ATP)

Developing a digital Al testing platform (ATP) is
an important step towards a fast and automated
assessment of Al based software. The single
modules of the ATP concept we propose are

( Data Collection

{ API module

Test criteria

{ Reference procedure

{ Test Al

{ IT platform

Platform extensions

Figure 1: Modular and scalable design principle of the
ATP. An IT platform carries five components: data collec-
tion, Application Programming Interface (API), test crite-
ria, reference procedure, and test Al, required to develop
and perform the Al software test.

depicted in Figure 1. An IT platform handling
client interactions, documentation and quality
management forms its foundation. Five mod-
ules are connected to the IT platform that are
used to perform and evaluate results of an Al
software test. Data creation, e.g. using collec-
tion of existing data, provides independent, and
application-specific test data serving as ground
truth or ‘numerical reference artifact’. The Ap-
plication Programming Interface (API) randomly
picks a test data set and performs data pre-
processing to emulate unknown test cases for
the client. By the given ground truth, the API
estimates the predefined performance metrics
specified in the test criteria. Ideally, a non-Al-
based reference procedure is available to de-
termine a baseline for the performance metrics.
Additionally, the test protocol is validated on Al
test models.

While IT platform and APl module can serve for
various Al applications, the other modules are
application-specific, e.g. to test Al-based image
reconstruction techniques in accelerated mag-
netic resonance imaging (MRI). An easy and
fast exchange of these modules is envisioned
to tailor the Al testing platform to multiple Al-
based applications as currently applied for
computed tomography (CT) reconstruction, time
signals as the electrocardiogram (ECG) or data
sets from multiple modalities.

Service chain of the ATP

The service chain of the ATP is depicted in
Figure 2. After registration on the IT platform,
the client can order an Al software test. Trigge-
red by an incoming order, the ATP provides test
data for the client to download. The client uses
this test data as input for the Al under test and
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uploads the output to the ATP. The ATP then
compares the test result with the ground truth to
generate a test report. Finally, the test report is
sent to the client.

ATP D)
provides test

data for
download

. Client
Incoming

client order

processes
test data with
Al under test

Evaluation
of client results

Send test
report to client

results by
client

Figure 2: Service chain of the ATP. Triggered by an incom-
ing client order, the ATP provides a test data set for the
client to download. The client processes this data with his
Al under test and uploads the results. The ATP then com-
pares the test results with the ground truth and sends the
test report to the client.

ATP applied to the MRI use-case

Al-based approaches enable MR image recon-
struction with fewer measurements of the pa-
tient [3, 4]. This allows to speed-up the image
acquisition process up to a factor of ten com-
pared to conventional sampling schemes. Qual-
ity assessment with independent test data can
help to increase the confidence of the society in
Al-based methods. One possibility to accom-
plish this are so-called “grand-challenges” [3],
that are, however, resource-binding, and com-
petitive. With the ATP, we aim to provide an
alternative way for the industry to test their Al-
based software with independent data. There-
fore, the concept of the ATP is applied to the
example as shown in Figure 3: A data collection
provides fully sampled MRI data serving as
ground truth. Further, the data collection con-
tains predefined parameters to add noise and
emulate under-sampled (fast) MRI data by k-
space masks.

Data Collection
Fully sample MRI image =

Test report

Gritad Tith Data Pre-Processing PTBtestprotocoll = digital
test report
Robustness and .
e ;:i) Uncertainty + Add noise
data +kespace
M
== *Maskdata ) R
1
Data Collection Rand. Gen. Client Hardw: J
A -4 test
=} A Test criteria
k-space masks Masked data Difference to Ground Truth
Reference (CS) Al reconstruction
lII n = R.c = -
.
.
0 o . 0

Figure 3: Workflow of the ATP applied to fast MRI recon-
struction techniques. The client is provided with masked
MRI data, where only the ATP knows the ground truth. By
comparing the output of the Al-based client software
with the ground truth, the ATP generates a digital test
report listing the achieved results of the performance
metrics. MRI images are adapted from Kofler et al. [4]
with permission under the Creative Commons Attribution
3.0 license.
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The API automatically generates the masked
data using a random generator and sends this
data to the client. The client reconstructs the
under-sampled MRI data with their Al under test
and sends the reconstructed images to the
ATP. The API then calculates the difference
between reconstruction and ground truth to
determine the quality measures. In image re-
construction, possible performance metrics are
normalized mean square error, peak signal-to-
noise ratio, structural similarity, and L2 Error [3].
In this and many other Al use-cases, a non Al-
based reference procedure is available to de-
termine a baseline that the results of the Al
under test should not undergo.

Finally, a test report is generated that contains
the estimated results of the performance met-
rics for the Al under test and the reference pro-
cedure. This test report is sent to the client.
After the ATP service is online, also bench-
marking information might be sent confidentially
to the client, e.g. the average scores obtained
over all Al software tests performed so far.

Discussion and Conclusion

We presented the concept of a digital ATP that
builds a framework for advanced Al software
testing and quality assessment. In the design
process, we considered extensions and ad-
vancements of the ATP by a modular structure.
With this, we aim to provide the digital infra-
structure and basis for Al software testing with
independent data as currently recommended by
the ITFoC.

While the ATP can provide the infrastructure, its
success and possible extensions will depend on
two key components: First, the expertise in the
application scenarios to develop performance
metrics. Second, creation of data with well
characterized quality and uncertainty for each
application. For future development, we plan to
explore further possibilities to use existing IT
platforms such as TraCIM [5] for implementing
the ATP service chain.
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Summary:

The realization of an end-to-end digital workflow for the metrological services of the PTB, such as
calibrations, conformity assessments, and more, requires the future-oriented integration of three
essential aspects: processes, data, and interfaces. We present our strategy to approach these
individual three key factors while considering the holistic digital workflow for the PTB and acquiring our

contribution for a future IT landscape beyond the PTB.

Keywords: Interoperable processes, digital transformation, digital calibration certificate, metadata,

metrology, digital workflow

Introduction

The digital transformation of metrological
services at the German National Metrology
Institute  “Physikalisch-Technische  Bundes-
anstalt” (PTB) demonstrates how an overall
digital process can be created by sensibly
combining individual processing steps whilst
considering the necessary data formats.

A product-oriented approach was chosen to
theorize the digital workflow from the product
back to the points of data input to determine
and priorities necessary process factors and to
optimize their interactions. In our case, the
product is the generation of the digital
calibration certificate (DCC) for which the
required data are regulated by international
standards and therefore clearly defined [1].
Once the points of data input are determined,
the workflow can be harmonized into a
seamless  digital process. During the
development of this process framework, data
integrity always remains our top prioritized.

Data

One key factor for a seamless digital workflow
is that data is collected once only, meaning that
- once collected - their distribution is automa-
tized and occurs from one database in order to
minimizes the risk of falsification by
transmission errors. For this purpose, the PTB
has developed a web-based customer portal,
which will allow the customer to directly provide
and maintain their administrative data. This
portal, namely the E-Service, will then enable
the costumer to place a digital service request
and deposit all necessary documents online.
Furthermore it allows to track the process

status along the way. The administrative data
that had been provided by the costumer can be
automatically integrated into the internal data
management system of the PTB, the so-called
E-Files [2]. For the generation of the DCC, the
metrological data, generated in the laboratory,
will be combined with the administrative data,
which is available from the E-Files system (see
Fig. 1).

é-»

E-Service

Metrological Data

Administrative Data

E-Files

Fig. 1. Schematic illustration of the digital workflow
of metrological services, including E-Files, the central
data management system, OP-Layer that merges the
administrative data provided by the E-Files and the
metrological data, provided by the laboratories, to
create a digital calibration certificate. The E-Service
online portal enables the costumer to supply and
maintain his administrative data. Furthermore, it
allows to submit a digital calibration application and
to ultimately receive a DCC.

Interfaces

A seamless digital workflow requires data
integration without media discontinuity and thus
suitable interfaces. Since the metrological data
can be provided in different formats - depending
on the individual necessities of the distinct
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laboratories - an interoperable system of holistic
data integration is required. Currently, the PTB
is developing an open-type infrastructure with
standardized interfaces, the so-called Operation
Layer (OP-Layer) [3]. As a connector between
all PTB systems, such as the E-Files system
and the individual software solutions in the
laboratories, the OP-layer can access
administrative and metrological data of different
formats and implement them jointly in a target
document. The development of the OP-Layer is
currently impelled by the automated generation
of a digital calibration certificate (DCC) as first
sample application (see Fig. 1).

Processes

Successful digital transformation requires
streamlined, preferably linear processes and
with this provides the opportunity to rethink and
optimize existing non-digital workflows. In order
to meet these requirements, the PTB is
deploying a comprehensive process
management system. On the basis of initial
process analysis and assessment of their
efficiency, future processes are modeled. For
the construction of such interoperable digital
processes it is crucial to establish a
standardization of process modules to pave the
way for a complete automation of the overall
process.

Automation

We aim for a fully automated digital workflow to
manage the metrological services within the
PTB. This comprises the following process
steps; order acceptance and order processing,
calibration or conformity assessment, as well as
the generation of the DCC and the digital
provision of all necessary documents to the
customer. This highest degree of automation
requires uniform data structures concerning the
involved documents as well as the utilized IT
systems.

Once the digital workflow will have been
established for the PTB, our gained knowledge,
strategies, and |IT infrastructure can be
transferred beyond our institution and facilitate
the creation of an international, interoperable IT
system that enables the exchange of
information and data automatically. To
successfully acquire a comprehensive IT
system in the future, the appropriate data
structures and formats for the DCC, such as
the digital SI (D-SI [4]), are currently
coordinated internationally [5].

Conclusion

The digital transformation of PTB‘s metrological
services aims for a holistically automated end-
to-end process and, thus, requires standards.
With regard to the key components described

DOI 10.5162/SMSI2023/A1.3

above (i.e., processes, data, and interfaces) the
following requirements can be derived, while
the integrity of the data remains top priority.
One crucial precondition to recognize
processual requirements is the critical
examination of the existing work procedures as
well as their considered harmonization into a
streamlined digital process. Furthermore,
secure and suitable data formats need to be
selected that can be archived immutably and
long-term. Additionally, standardized interfaces
must be created for the automated merging of
data into digital certificates. Moreover, for a
universal and interoperable IT landscape
standardized interfaces are paramount to
facilitate future developments beyond the scope
of PTB‘s metrological services [6].
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Introduction

In  contrast t th r public bodies, th
Physikalisch-Technische Bundesanstalt (PTB)
consists of very specialized n n n nt
departments, working r well as
laboratories. Each r h  unique technical
requirements due t th r specific metrological
task. The working groups h Ittt t n
rl n their daily work. Furthermore, th
groups often r r nt th ntnl r
ntrntnl tn r of calibraton r th
rmrnt tt of research. Depending on th
grade  of  digitalization  and exisiting
programming skills, some of th r write
n r t very advanced software systems.
Despite  of th h h complexity and
maintenance effort, these information systems,
are usually maintained by very few non IT

experts. These [t I r systems often
compromise security, reusability, generic
n tt m n n quality due t
limited time, knowledge and interest. In
defiance of th ntr security issues, th
rtn rn | n t rt
nn t ltn n r nt thr rt of

the organization t rt t n t profit from
th n t time and effort for automatizing
work flows. Best case nr unnecessary
repetition. However, most working groups lack
the required IT-skill and therefore are stuck with
their labor-intensive manual work flow.

C r

This problem area will be addressed by the
Operation Layer (OP-Layer) introducing

harmonized, centralized and containerized
software development platform for I
tlr I t n (see Fig. 1). By offering a
secure framework with harmonized interfaces
and identity access management, th r rh
r n focus on th r t | problem
solving method n t r the maintenance

as well as security t th centralized IT
department.

The OP-Layer offersan nt rn | r hub to
h t [t 1r It n ideally with
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groups. By r n th administrative
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Fig. 1.  Workflow overview with a scalable cloud
native infrastructure at heart. The OP-Layer
harmonizes interfaces, exchange formats and

processes throughout the organization.
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rh frth r rh tff r t n
be claimed for original research and in addition
increasing security and quality for special
tailored applications. The OP-Layer
development is defined by three main pillars:

1. Container Environment: A self hosted
sophisticated container environment with
prepared CI/CD pipelines, secured networking
and resource-management — Kubernetes is the
current state-of-the-art solution.

2. Identity and Access Management: A
central solution for handling authentication (with
organization-wide PTB-ID) and access control
for services in the OP-Layer — the de-facto-
standard solution Keycloak is employed.

3. Service Guidelines: Providing and
enforcing principles of modern software design
for distributed services. Furthermore, it is
encouraged to publish the code as Open
Source. A service should be as lightweight as
possible, provide REST-interfaces and come
with some basic documentation.

Digital Calibration Certificate Process

Facilitating the adoption of the OP-Layer within
PTB, reference implementations are provided of
commonly used services with high impact
factors. Thus, the Digital Calibration Certificate
(DCC [3]) process has been entirely digitally
transformed and implemented [4] within the OP-
Layer.

The digital calibration process starts with the E-
Service Portal. A customer portal, which offers
a calibration certificate application. After
applying for a calibration certificate for a
measuring instrument, the process continues
with a automatically created file in the E-File
System. All data is automatically transferred
and archived in a file. The responsible
department checks the validity of the
application. At this point in the process, the
OP-Layer offers a convenient way to
automatically transfer all necessary data to the
calibration laboratory via unified REST
interfaces. Moreover, a DCC service is built that
automatically imports administrative data from
the E-File System, in order to create a proper
DCC. The resulting DCC can be automatically
uploaded via the OP-Layer into an existing file
within the E-File System. From there, the file
handler submits the DCC to the E-Service
Portal.

The OP-Layer offers also a modularized web
application frontend (Fig. 2) to demonstrate the
abilities of the OP-Layer.
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Fig. 2. Dashboard of the OP-Layer with special
tailored applications such as DCC Service, E-File
Service, Archive and Core Data Service. The tiles
can display dynamic data from each advertised
service.

Conclusions and Future Work

The first implemented Digital Calibration
Certificate Process has shown a huge potential
for automation and optimization. Especially for
future use cases it has proven the efficiency
gains and the simplicity of a digital transformed
process. However, transforming the process
also highlighted the challenges in defining
mandatory standards and minimal shared
requirements within a federal organized body
such as PTB.

The next phase is to onboard working groups to
the OP-Layer service infrastructure. These
early adopters will have enough IT skills to
export their special tailored application to the
OP-Layer. This will enhance the service
guidelines and is a great opportunity to connect
the development community within PTB.
Moreover, harmonizing development and
deployment procedures increases
tremendously IT security of the whole
organization.
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Summary:

The clear identification and traceability of components during and after processing is an essential pre-
requisite for the development of self-organizing, adaptive value chains. Conventional object markings
such as labels, barcodes, etc. usually cannot remain permanently and undamaged on the object.
Therefore, a markerfree technique is developed and first results are shown.

Keywords: Identification, markerfree, fingerprint, coldforming, traceability

Background, Motivation an Objective

In public, the topic of traceability is mainly con-
sidered from the point of view of legal regula-
tions, standards and guidelines. In the increas-
ingly globally networked world of production,
however, this "traceability" also serves to safe-
guard production and reliably detect product
counterfeits. Only the complete traceability of
products, semi-finished products and raw mate-
rials enables the comprehensive monitoring and
control of globalized flows of goods. Atrtificially
applied object markings are only suitable for
this task to a limited extent, since they cannot
remain permanently and undamaged on the
object. Even optically detected "natural" fea-
tures of the surface can only be used to the
extent that the surface of the component is
heavily modified by a processing step (e.g.
forming or painting). To overcome these limita-
tions, a traceability system for metallic materi-
als, with a focus on coldforming applications, is
developed, which uses information from the
interior of the component, i.e. intrinsic structural
features of the material, similar to a fingerprint
of the component, to identify the latter as a
unique individual.

Description of the New Method or System

First experiments were carried out on tensile-
samples made from HC280LAD steel. This
sample geometry was used, because it pro-
vides a flat measuring surface and it allows to
apply a defined uniaxial tension in order to gen-
erate different levels of plastic deformation. This
allows to investigate, if the sample still can be
identified after plastic deformation, as it will
occur in sheet forming process. In a next step,
the fingerprint method was tested on press
parts from real industrial production. Here, a

heavily formed press part was used. The first
test were performed with a conventional single
coil eddy-current system. The eddy-current
sensor was moved over the measuring area of
the tensile-samples in 2D meandering scan.
Subsequently, a low-cost alternative in the form
of Texas Instruments inductance to digital con-
verter (LDC) was used. In order to extract in-
formation from the measurement data acquired
in this way that allows the components to be
identified, preprocessing is required. This
means that disturbance variables such as tem-
perature-related signal changes and lift-off ef-
fects must be compensated. The effect of lift-off
on the fingerprint in terms of SNR is shown in
Figure 1.
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Fig. 1.  Effect of the Liftoff on the SNR of the calcu-
lated fingerprint.

Since temperature changes are expressed ap-
proximately linearly in the measured impedance
of the eddy current measurements, they are
compensated by using simple linear regression.
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Subsequently, lift-off effects are compensated.
For this purpose, lift-off curves are first deter-
mined on a large number of measurement posi-
tions on the material to be investigated, from
which a (material-sensor specific) mean lift-off
curve is then calculated. The information used
for identification (hereinafter referred to as the
fingerprint) results from the deviation of the
individual measured impedance values from the
mean lift-off curve. Various machine learning
tools can be used to compare two fingerprints
to determine if they come from the same meas-
urement position of the same component. While
for small datasets good results could be ob-
tained from a combination of optical flow and
correlation, for large datasets better results are
obtained using Siamese convolutional neural
networks.

Results

In the case of simple tensile specimens, the
fingerprint is merely stretched to the same ex-
tent as the tensile specimen. In this case, an
accuracy of 100% was achieved for the identifi-
cation. The measurement and identification of
real components is somewhat more difficult.
Figure 2 shows the fingerprint of a measure-
ment position on a sheet metal, which was sub-
sequently formed into a part for the rear lamp.
Figure 3 shows the fingerprint after defor-
mation, where in the upper right corner one can
see artifacts or noise, because the material is
bent away there. The measurement position of
the deformed component is shown in Figure 4.

Fig. 2. Fingerprint image on the plane unformed
sheet

It can be clearly seen that for identification pur-
poses, frugal features are repeatedly measura-
ble even after deformation. Due to the small
number of samples and the resulting small data
set in combination with the rather large change
of the fingerprint, it was not yet possible to suc-
cessfully train a classifier. With greater volume
of training data, this can be addressed.
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Fig. 4. Formed component with the marked meas-
uring position

Conclusions

The basic feasibility of the developed method
was thus demonstrated. However, further work
is needed to develop this into an industry-ready
solution. The following work includes investiga-
tions of the relationship between the microstruc-
ture and the measured fingerprints, optimization
of the compensation of disturbances, minimiza-
tion of the measurement time and the neces-
sary development of an array solution.

It is obvious, that especially the combination of
both electromagnetic NDE applications — mate-
rial characterization and part identification -
carries enormous potential for process im-
provements in the value added chain of sheet
metal processing, e.g. in automotive industry.
The possibility to trace a metal sheet with all its
material properties "from the cradle to the
grave" would offer complete new possibilities
for self-organizing, cross-company production
networks.
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Summary:

The use of inline sensors during production enables the detection of quality-relevant material fluctua-
tions. Thus, machine parameters can be quickly adjusted in case of occurring flaws to minimize waste.
In addition, semantic integration of sensors and their data into a data ecosystem enables the analysis
of complex correlations. As an example, the implementation of a multimodal thermography and laser
thickness inspection system with DICONDE standard in the manufacturing of unidirectional reinforced

carbon fiber tapes is presented.

Keywords: carbon fibre reinforced tapes, inline inspection, thermography, laser thickness inspection,

DICONDE

Introduction

Continuous fibre-reinforced thermoplastic com-
posites exhibit high stiffness at low weight. Us-
ing unidirectional fiber reinforced (UD) tapes in
the process chain of cutting, laying, consolida-
tion and hot-forming can lead to complex
shaped components. The result is a good com-
promise in terms of mechanical properties and
economical production. The consolidation of the
fabrics into 3D components in closed molds and
the functionalization, e.g. stiffeners or mounting
brackets, in the injection molding process ena-
ble the efficient production of lightweight struc-
tures in large series [1].

However, safety requirements demand high
stiffness and breaking strength, high reproduci-
bility while asking for low weight and efficiency.
At the same time, we are experiencing a time
with growing demands for resource-conserving
production. To meet these requests, the appli-
cation of sensors, mainly in the context of digiti-
zation, is still growing [2,3]. When it comes to
quality assurance, defects must be avoided and
variations of the material properties must be
documented. For this purpose, optical sensors
and thermographic methods are already in use
in the so-called Automated Fibre-Placement
(AFP) process for thermoplastic composite
production [4]. A project at Fraunhofer [5, 6]
goes beyond defect detection. The digital twin
is created from simulated data and by recording
and localizing individual material properties of
the real component and merging them into a
data ecosystem representing the complete pro-
cess chain. The focus of the presented paper

relates to one process step of the digital twin,
the manufacturing of UD carbon tapes.

Inline Sensor System

A pilot test system with thermographic and a
laser thickness inspection systems was inte-
grated into the production of the UD tapes (fig.
1). The test data is automatically related to the
spatial coordinates on the tape and stored in
DICONDE-standard [7] on a data server. Since
the latter is integrated into a data ecosystem
(MySQL) the ndt-data can be correlated with
simulated, machine or production data as well.

Laser-
scanner

Fig. 1. 3D CAD model of the system assembly with
tape moving from left to right side

The inline inspection system is placed just be-
fore the rewind station. Due to an encoder with
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a friction wheel, the acquired data are related to
the spatial coordinates on the tape.

The thermography system consists of a line IR-
source (IRD S750SM by Optron) and a bolome-
ter camera (VarioCam® HD Head 800 by In-
fraTec). The thickness inspection system incor-
porates two laser profilometers with CMOS
sensors facing each other. The most relevant
defects to detect are the tape thickness, homo-
geneity, impregnation as well as the C-fibre
volume content.

Results

Exemplary results from the inline inspection are
given for thermography and thickness inspec-
tion in figs. 2. a and b, respectively.

The displayed section of the tape has a length
of 4 m. The thermographic image displays the
full width of 500 mm of the tape, the thickness
inspection system covers a width of 320 mm.

fig. 2. a) digital value of thermography intensity
(DV) of the inspected tape, b) corresponding thick-
ness values in um

The images show the slightly asymmetrical
thickness profile of the tape. Typically, greater
thickness occurs in the center as the tool de-
forms due to high pressure. The IR intensity
indicates the grade of transparency of the tape
to the IR radiation emitted by the line source.
The intensity contrasts and their spatial distribu-
tion is useful to infer defects. In particular, bright
lines indicate gaps and small cracks.

The combination of the two modalities offers
additional value, for example to investigate
questions, such as whether the occurrence of
defects is correlated with the tape thickness or
where defects tend to occur. In order to allow
the examination of cross-correlations by ma-
chine learning and other algorithms, the images
are saved in DICONDE format at the end of
each imaging cycle and automatically uploaded
to the DICONDE server. The information pro-
vided by the DICONDE server is connected to a
data ecosystem ruled by an ontology specifical-
ly adapted to the process which was developed
with partners during the project. Hence, the
inspection data can be analyzed and compared
for example with the machine data to investi-
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gate the effect of influencing factors like tool
temperature, on the defect frequency, and the
data are available for further, more comprehen-
sive process analyses.
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Summary:

NDE data provides essential information for the evaluation and characterization of materials and com-
ponents. These could be used along the entire value chain, for example, for process optimization or as
training data for Al applications. However, this requires not only the unique identification of the com-
ponent or material, but also the continuous readability of the NDE data sets. In this presentation, tech-
nical challenges, and solutions for the development of a data cycle are presented.

Keywords: NDE 4.0, Data Cycle, DICONDE, SPARQL, NDE Data Space

Motivation

Today, only a few aspects of current Industry
4.0 goals are reflected in the performance of
non-destructive evaluation (NDE). Files are
often saved on hard disks and inspection re-
ports are usually stored as PDFs and then de-
leted again after a specified safekeeping period.

But besides this, NDE methods can be valuable
data suppliers for the optimization of e.g., man-
ufacturing processes [1]. However, this is cur-
rently affected by the fact that NDE data sets
usually do not guarantee a uniform structure,
data format or the completeness of all relevant
information. These changes are part of the on-
going digital transformation of the NDE towards
NDE 4.0 [2] and include, among other things,
the structured digital archiving of NDE data sets
with the long-term goal of establishing an NDE
data space using current networking technolo-
gies.

In addition to the direct use of the information,
e.g., as part of KPI analyses, the recycling of
the collected data sets offers significant ad-
vantages over the current state of the art in the
long term, from which Al applications in particu-
lar benefit. For the training of an ANN, for ex-
ample, a multitude of suitable and diverse data
sets are needed and, in case of a shortage of
real data sets, often synthetic data sets are
generated and included, whereas real data sets
are always preferred [3]. Also, NDE data sets of
the whole history of a component could be used
for optimization of recycling processes.

In the following, an approach is presented that
allows the recycling of NDE data sets based on
a data cycle.

The Data Cycle

The sub-aspects for realizing a data cycle can
be divided into five essential steps. These are
technically independent in their implementation
but build on each other technologically. In the
following, the sub-steps and their requirements
are discussed in general terms, followed by the
specific processes used to achieve the results.
The sub-aspects are data generation, data ar-
chiving, database, data extraction, and the re-
use of the data sets.

The data cycle always begins with the genera-
tion of data sets. At best, these are carried out
during the product life cycle of the product as
part of in-service inspection or in case of mal-
functions. This already represents a first critical
point, because whether data sets are suitable
for reuse depends on several factors. The most
obvious characteristic is thereby the correct-
ness and valency of the measurement [4].
Since this is influenced by essentially the cor-
rect execution of the inspection, this point is
unfortunately difficult to verify afterwards. How-
ever, it is equally important for reuse that all
relevant meta data is recorded as completely as
possible. In addition to the information for inter-
pretation of the measurement data, this should
also contain as much information as possible
about the circumstances under which the re-
sults were generated. This includes, among
other things, the measurement points, infor-
mation about the inspected component and, if
applicable, other environmental conditions. At
the same time, it is difficult to estimate at the
time of creation whether an information is rele-
vant for later use, which makes it difficult to
freely structure the measurement data and me-
ta data.
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The knowledge of the essential factors of suita-
ble data generation has a significant impact on
the second step of the data cycle, the archiving
of the data sets and thus also the data format.
There is a conflict between the proprietary data
formats usually specified by the manufacturers
of inspection systems and the manufacturer-
independent generic data formats. Whereas
manufacturer-dependent data formats already
combine an extensive structure of raw and me-
ta data in their data sets, the further processing
of the data sets is usually only possible with
company-specific software. Generic data for-
mats such as XML or CSV, on the other hand,
ensure readability by third parties, but the struc-
tures are user-specific and thus offer scope for
misinterpretation. An alternative is provided by
structured open data formats such as DI-
CONDE (Digital Imaging and Communication
for Nondestructive Evaluation) [5] and AQDEF
(Advanced Quality Data Exchange Format) [6],
which offer a specific data structure and open
access. These can also be extended by further
information fields, if necessary, whereby this
again brings potential for misinterpretation of
information with itself. The DICONDE data for-
mat is particularly suitable for NDE applications
since it specifically addresses inspection tasks
and is already standardized for common NDE
methods.

The specific structuring of the data sets is im-
portant for the implementation of a database.
This allows data sets to be separated based on
their meta data and found by means of a suita-
ble query. For this purpose, SQL (Structured
Query Language) or SPARQL (SPARQL Proto-
col And RDF Query Language) are suitable
database languages. These technologies
thereby allow complex search queries, whereby
relevant data sets can be identified based on
the meta values. In a simple file system, on the
other hand, it is usually only possible to search
and select by file name, format, and creation
date. The contents of the files can usually only
be viewed in the case of text files, for example.

By structuring the data sets combined with the
database, concrete queries can now be pro-
cessed by the database, which then outputs a
series of matching data sets for data extraction.
Depending on the technology, the storage loca-
tion or a UID (Unique Identifier) is used to ex-
tract the data from an archive or folder. What
remains is the individual use of the data set for
a new application. At this point the data cycle
closes as soon as the new data sets, which are
obtained in this new application, are archived
again according to the described pattern, and
transferred to the database.

DOI 10.5162/SMSI2023/A2.3

Implementation and outlook

During implementation, ultrasound data was
addressed as the first application. These were
stored in DICONDE format and archived on a
DIMATE DICONDE server. Since the search
function of the DICONDE server only allows
simple queries, e.g., several criteria cannot be
specified as conditions at the same time, an
Apache Jena Fuseki SPARQL server was set
up in parallel to the DICONDE server, which
allows structured queries of the archived data
sets based on the DICONDE ontology. The
result provides their UID, which allow extraction
from the DICONDE server and can be used
afterwards for further applications such as ex-
tending training data with real data sets for Al
algorithms.

The described procedure will be transferred to
other NDE methods in the next development
iterations. In addition to established NDE meth-
ods such as thermography and eddy current,
more complex methods such as 3MA will also
be addressed. This work represents an essen-
tial basis for the implementation of an NDE data
space, in which the mentioned setup allows a
cross-company data access. However, this also
requires a focus on the usage and access
rights.
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Summary:

In this work we employ model-based deep learning to optimally select the sensing locations of single-
channel synthetic aperture measurements in ultrasound nondestructive testing. We use the Fisher in-
formation as an optimization target to obtain task-agnostic selection matrices. We then link this result to
prior findings on the behavior of the Fisher information matrix.

Keywords: channel selection, deep learning, signal recovery, ultrasound NDT

Background and Motivation

The mutually-related problems of optimal sensor
placement and sparse array design are challeng-
ing, as they are often non-convex and combina-
torial [1]. Recent advances in model-based deep
learning have enabled data-driven solutions to
these problems. In [1] and [2], soft-max neural
networks are employed to achieve the desired
structure of a selection matrix while retaining dif-
ferentiability. Soft-max networks have been suc-
cessfully applied to MIMO beam pattern design
[1], joint optimization of communications and
sensing [3], and the subsampling of various
multi-channel ultrasound modalities [2].

In our previous work [4], we have analyzed the
Cramér-Rao bound (CRB) for target localization
in Synthetic Aperture (SA) Ultrasound Nonde-
structive Testing (UNDT). We highlighted the
suitability of the CRB as an optimization target
by showing that, in the far-field regime, can be
written in terms of properties of the insonification
signal and the geometry of the scenario. In this
work, we revisit this problem by optimizing the
Fisher Information Matrix (FIM). We consider a
grid of discrete sensor locations to leverage soft-
max neural networks with the goal of choosing
the optimal coordinates for the collection of sin-
gle-channel SA measurements.

Data Model

We consider a 2-D SA scenario with a single
scatterer. The transducer is allowed to move
along the x-axis. Using a modulated Gaussian
pulse as insonification signal, the noiseless am-
plitude scan (A-scan) measured by placing the
transducer at the I*" position is modeled in the
frequency domain as

e V24—
h(f,Tl) = qe B(f fc) +j(¢ Zﬂf‘[l)’ (1)

where a is the scattering amplitude, g regulates
the bandwidth, f, and ¢ are the frequency and
phase of the carrier, and 1, is the time delay be-
tween the scatterer and the transducer which de-
pends on the coordinates (x, z) of the scatterer.

Sampling (1) over the frequency f, a vector h; €
CMf is obtained. All L of the noiseless A-scans
are then stacked into the vector h € CVtL . In
practice, h can only be observed in the presence
of noise. We model the measurement data as
y = h +n with n~CN(0,06°Iy,..), where I is an
identity matrix of size N x N. When subsampling
y, only K « L A-scans are gathered, which can
be represented as

®y = ®h + 7t € CVrK, 2)

In (2), the subsampling matrix ® has the struc-
ture ® = S ® Iy, where S € R“** is a selection
matrix. Furthermore, ® denotes the Kronecker
product  and the subsampled noise
obeys Ai~CN'(0,0%Iy,.x).

Proposed Optimization Target

We propose to maximize the elements along the
main diagonal of the FIM. This maximizes the
sensitivity of the data model to changes in the
parameters. However, the FIM is often poorly
conditioned, and its trace can be dominated by a
small number of parameters that may not be of
interest. Let & = [a, x,z]T be a vector containing
all the unknown model parameters. The pro-
posed optimization problem is

minSier— [0 3¢ + 2007~ 1412 @)
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where 7 is a set containing the indices of the pa-
rameters of interest and A is a hyperparameter.
When 7 contains all the parameter indices, the
first term in (3) is equivalent to the trace.

Simulations

Prior knowledge of the specimen’s geometry is
available in most NDT applications, which can be
used to infer the Region of Interest (ROI). The
sensor placement design is optimized such that
the image quality in the ROl is prioritized and one
can localize critical flaws.

In the pulse echo model (1), the center frequency
is f. =4 MHz and the bandwidth factor is g =
f:2. The phase is set as a constant ¢ = —2.6143.
As to the measurements, we utilize L = 48 sen-
sor locations with horizontal distance Ax =
0.5 mm to collect A-scans. Each A-scan consists
of Ny = 46 Fourier coefficients.

In the simulated scenario, we consider a single
point scatterer existing in the specimen. Then,
we randomly vary the values of model parame-
ters & to generate a training dataset containing 1
million data. The point scatterer locates in the
predefined ROI with a higher probability and their
scattering amplitudes follow the Gaussian distri-
bution a~N (15, 3).

By importing (3) as the loss function, a soft-max
neural network is built to select K = 24 optimal
sensor locations. The code is implemented in
PyTorch and the training process runs on an
NVIDIA A100 GPU node.

Results

The Optimal Sensor Placement (OSP) is suc-
cessfully derived and illustrated in the Fig. 1. In
addition, we bring in the Full Sensor Placement
(FSP) and Uniform Sensor Placement (USP) for
comparison. Because the FSP can serve as a
reliable reference and the USP is the easiest
sensor placement method to implement in simu-
lation and practice.

()

(b)

()10 0  ©0 00 G VOOOG O 00 0 0 © O © 00 O

[ 3 16 24 32 40 48
Sensor Placement

Fig. 1. Sensor placement illustration: (a) Full Sensor
Placement (b) Uniform Sensor Placement (c) Optimal
Sensor Placement

Furthermore, we apply FISTA to recover the
measurement signals that are sampled by the
three methods. The three procedures are termed
as FISTA + FSP, FISTA + USP and FISTA +
OSP, respectively. The reconstructed image
quality plays a significant role in the performance
evaluation. For further quantitative assessment,
we consider the commonly-used Contrast-to-
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Noise Ratio (CNR) as the metric, which depends
on the correctness of the scatterer’s location.

Following the same data generation strategy, we
create an evaluation dataset with Ngyauation =
1000 . We compute the Cumulative Density
Function (CDF) of CNR for the three sensor
placement designs and illustrate them in Fig. 2.

1.01 - FisTA+FSP
FISTA+USP
0.81 = FISTA+OSP

0.64

CDF

0.4

0.2

0.01

70 75 80 85 90 95 100 105
CNR
Fig. 2. CDF of CNR for FISTA+FSP, FISTA+USP and
FISTA+OSP (right curve indicates a better perfor-
mance)

By observing the CDF against CNR curves, the
right curves indicate a better performance due to
a higher CNR of the reconstructed image. There-
fore, the image quality of FISTA + OSP is obvi-
ously better than FISTA + USP and approaches
FISTA + FSP.

Conclusions

This paper demonstrates the application of a
soft-max neural network in optimal sensor place-
ment in ultrasound NDT. We take the CRB-re-
lated Fisher Information Matrix into account
when designing the optimization target. The
evaluation results show the feasibility of the op-
timal spatial subsampling. Furthermore, the al-
gorithm can be applied in sparse array design
and be promising in adaptive sensing methods.
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Summary:

PTB's program "Metrology for Artificial Intelligence in Medicine" was launched in 2021 as part of the QI
Digital initiative, which aims at the digital transformation of the quality infrastructure system. The program
comprises thirteen projects addressing the key quality aspects of artificial intelligence, - explainability,
robustness, uncertainty - in medical applications, with a focus on generic methods that can be trans-

ferred to other areas of metrology.

Keywords: Explainability, robustness, uncertainty, data quality

Background and Motivation

Artificial intelligence (Al) methods are increas-
ingly being used in medicine with the main appli-
cation Being in imaging [1,2]. Currently, Al meth-
ods are also increasingly used in other areas
such as intensive care [3-5], radiotherapy [6,7],
and laboratory medicine [8].

There is currently no legal framework for the cer-
tification of Al-enabled medical devices. Stand-
ards are being developed to underpin the forth-
coming EU law on Al. However, the development
of standards addressing concrete test specifica-
tions and criteria for conformity assessment ac-
cording to ISO/IEC 17067 had to be put on hold.
The reason for this is the lack of a sound and
generally accepted scientific basis for the criteria
and procedures to be used.

QI Digital and M4AIM

The German QI Digital initiative was launched in
2019 to pioneer the digital transformation of
quality infrastructure in Europe. Funded by the
German government for a period of four years
starting 2021, QI Digital is now being imple-
mented as a joint project between the key play-
ers in the German quality infrastructure to
demonstrate the approach through several use
cases.

Use case 3 of QI Digital concerns artificial intelli-
gence in medical engineering and is addressed
by PTB’s research programme "Metrology for Al
in Medicine (M4AIM)" [9]. The program aims to
build competence in Al for metrology and to pro-
vide a metrological basis for the evaluation of
quantifiable performance criteria of Al methods
as a prerequisite for their certification.

The program focuses on quantitative measures
and criteria for the explainability and robustness
of Al algorithms and the uncertainty of their pre-
dictions. As an essential prerequisite, the pro-
gram also includes the development of evalu-
ated reference datasets.

The Projects

Thirteen PhD students and post-doctoral fellows
are working on research projects that address
the key performance aspects of Al algorithms
mentioned above. Some projects were delayed
in starting due to difficulties in recruiting staff,
and two projects are currently suspended due to
parental leave of the investigators.

All projects address specific topics of medical
relevance with the aim of developing generic
methods that can also be used in other applica-
tions of Al in metrology.

One of the more fundamental projects is investi-
gating the potential of active learning to over-
come the need for large datasets in supervised
machine learning by creating optimal datasets
for training neural networks.

Another project addresses methods of explaina-
ble or interpretable artificial intelligence (XAl), for
which theoretical verification and empirical vali-
dation have been lacking. Using a toolkit of
transparently manipulated ground truth data, the
reliability of existing XAl methods is assessed
and quantitative metrics for explanatory perfor-
mance are explored.

Two projects are looking at Al applications in crit-
ical care. One evaluates causal machine learn-
ing approaches for analysing heterogeneous da-
tasets consisting of asynchronous time series.
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The other project is exploring ways to generate
realistic synthetic reference datasets for training
and testing Al algorithms to circumvent the prob-
lem of patient data privacy.

Three of the projects are related to medical im-
aging using CT or MRI techniques. One project
is investigating the suitability of deep neural net-
works for image optimization in CT imaging, with
a focus on developing test criteria for robustness
evaluation. The other two projects are investigat-
ing the benefits of physical learning for the ro-
bustness of reconstructing images from noisy
(low field) or insufficiently sampled MRI meas-
urements and the associated uncertainties.

Another three projects investigate the use of Al-
based approaches for dose calculation in radia-
tion therapy of cancer. One of the projects inves-
tigates Al-based methods in adaptive radiother-
apy, including faster analysis of measurements
for quality assurance and direct dose calculation.
The two other projects investigate generic meth-
ods to accelerate the generation of synthetic ref-
erence by simulations based on physical models
and the uncertainties associated with detailed
simulation results and the derived synthetic data.

Of the remaining three projects, one is investi-
gating the potential of invertible neural networks
for dealing with measurement error, model error,
hyperparameters, and multimodal posterior dis-
tributions, and for applying the network to hemo-
dynamic problems. Another is investigating a
normative modeling approach to the problem of
data heterogeneity, such as in clinical databases
for mental illness. The third project is investigat-
ing uncertainties in simultaneous quantitative
measurement of metabolites and machine learn-
ing analysis of potential biomarkers for early di-
agnosis of Parkinson's disease.

Conclusions

Areview day was held in October 2022, one year
after the program's launch, to report on the pro-
gress of ongoing projects to a panel of external
reviewers. Feedback was generally positive and
helped to establish further cross-connections be-
tween several projects. For one of the projects
that had stalled due to insurmountable technical
difficulties, a decision was made to realign the
scope of the project.

In addition to the research activities of junior sci-
entists, some of the major investors are involved
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in standardization committees such as the joint
Al for Health (Al4H) focus group of ITU and
WHO and ISO/IEC JC1/SC42. The development
of metrology services for Al quality assurance is
also being explored..
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Summary:

A co-calibration method suited only for (strictly) homogeneous sensor networks is applied to distributed
homogeneous sensor networks. This is achieved by relying on spatial and temporal interpolation models
to provide virtual reference measurement points at the location of the device under test. The interpolation
method is evaluated in a simulation of an existing real-world use case dealing with room-temperature

monitoring using distributed sensors.

Keywords: co-calibration, distributed sensor networks, spatio-temporal interpolation

Background and Motivation

Current work by the authors is focused on uncer-
tainty-aware co-calibration of local homogene-
ous sensors, as well as spatial interpolation us-
ing machine-learning approaches [1].

Requiring sensors to be quasi non-distributed is
a strong assumption that greatly limits the poten-
tial applicability of co-calibration in practical sce-
narios. To overcome this limitation, it is shown
that distributed sensors can provide virtual refer-
ence values by augmenting interpolation models
with GUM uncertainty evaluation [2]. Moreover,
multiple interpolation models can be evaluated in
parallel at a given spatio-temporal point, which
can then be robustly combined via sensor fusion
into a single virtual reference measurement. The
approach is implemented inside a proof-of-con-
cept simulation environment representing tem-
perature sensors distributed inside a room.

Idea Outline

A co-calibration is similar to a calibration accord-
ing to the VIM [3], but is carried out under non-
ideal conditions, e.g., inside an industrial pro-
cess. The result of a co-calibration method are
traceable estimates of parameters characteriz-
ing a sensor’s transfer behavior (e.g., linear-af-
fine). It is of interest to provide a method for co-
calibration of homogeneous sensors that is ca-
pable to also operate on spatially distributed and
temporally non-synchronous input measure-
ment.

Such a co-calibration involves spatial and tem-
poral interpolation with a use case specific
model. The interpolation model has the available
measurements by reference devices as inputs
and provides virtual reference measurements at

the spatio-temporal positions required for the co-
calibration of the device under test. The interpo-
lation model can thus be interpreted as a means
of performing virtual measurements.

Setting

Consider the case of N distributed calibrated ref-
erence sensors monitoring a quantity ¢ (%, t).
The n-th (n =1, ..., N) reference sensor is spa-
tially located at X, and provides estimates
¢, (%, t,;) of ¢ at discrete points in time ¢,
Sensor readings are not expected to be synchro-
nized but are assumed to refer to the same time
base. Locations and timestamps could also have
associated uncertainty. The co-calibration ex-
pects M time-series of length K as reference
measurement ¢, (Zgue te) With  uncertainty
u ((f)fn(O)) at the position x,,,, of the device under
test as well as its indicated values y(t;) at the
same consecutive time-points t, with k =
1,...,K. From the input, the co-calibration itera-
tively estimates the parameters (a, b, ay) ofalin-
ear-affine transfer behavior with gain a, offset b
and noise & ~ (0, o7 ) using Bayesian updates.
The sensor’s transfer model is assumed to be
given by

y(t) = a- dXaye te) + b+ &

As it can in general not be expected that X, =
Xque OF tn; =t for any n,j or k, the available
measurement data from the reference sensors
does not match the input requirements of the co-
calibration routine. The task to be solved is to ob-
tain an estimate ¢;;, (%4,,:, tx) (@and corresponding
uncertainty) of ¢ at location %4,; and timestamps
t, by means of interpolation.
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Methods

A method to carry out uncertainty-aware interpo-
lation in space using Kriging methods was re-
cently investigated [1]. This method can also be
extended to cover the asynchronous case. The
time-signal of each reference sensor is first inter-
polated onto the same synchronized timestamps
tyx, €.9., using [4]. A spatial Kriging interpolation
is then applied to each of these timestamps t,
resulting in functions over time that can be eval-
uated at the position of the device under test
fdut-

Here, another approach is presented that does
not interpolate independently in time and space,
but simultaneously using an adjusted 4D nearest
neighbor regression. In a rather low-informative
approach, the quantity field ¢ (X, t) over some fi-
nite time interval is approximated in a local multi-
dimensional first order approach.

o0 =5, (][] +#,

Where the gradient VS, offset ¢ and point of sup-
port ¥, t, are obtained from available reference
data of the nearest L measurement points using
heuristics and a least-squares fit. Neighborhood
is defined by the “p=2"-norm of a combined spa-

tio-temporal vector m The neighborhood of

(%o, to) is denoted as WV, (X,, t,) and the interpo-
lation model given by:

¢. = median (G, (%, ta) * (n.]) € Ny, ),
%; = mean({%, : (n,)) € N, (o, t0)}),
ts = mean({tn,j : (Tl,]) € J\[L(forto)}) ’

V= argmgnZ(n.f)emoz.c))||<5n (Fns tnj) = (s o) -

The parameters VS, ¢ have associated uncer-
tainties. The uncertainty u(¢,) is given by those
of the median element(s). The covariance matrix
U(V,) is obtained from a (repeated) Monte-
Carlo-evaluation of the minimization routine. Ap-
plying the “law of propagation of uncertainty” [2]
then yields for the uncertainty of ¢ (%, t):

- - - - T
o X, X = X, X 2
u($ o ) = j([tﬂ - [tSDU(Vs)QtS] - [t]) T ulgo)*.
Interpolation schemes based on different (poten-
tially overlapping) neighborhoods could be used
in parallel. A consequence of the chosen model
for ¢ is an increased uncertainty for the interpo-

lated value at points further away from the point
of support.

Application

The outcome of applying the proposed interpola-
tion method to a simulated temperature room
use case is shown in Figures 1 and 2. The true
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field is given by the following equation (with spa-
tially dependent amplitude, offset and phase):

(%, 6) = 2|%| + |%] * sin(t + |])

Depending on the distribution of the sensors
(black circles in Figure 2), closer reference
measurements result in better estimates of the
field ¢. The GUM-propagated uncertainty of the
second interpolation model supports this obser-
vation by providing higher uncertainty values in
regions (4D) that are further away from existing
reference measurements.

® sensor_l interp
sensor_1

L4

Figure 1: Interp. at position of an existing sensor.

true g(x, t=6) ¢_interp(x, t=6)

:. 0.
04, 02

6
08,4 00
abs. error | @ - @_interp |

08,4 00 Lo

Figure 2: Interpolation at t=6 over the obs. volume.
Sensor positions are drawn as black circles.

Conclusion and Outlook

Two uncertainty-aware spatio-temporal interpo-
lation methods are proposed. One is presented
in detail to use non-synchronized spatially dis-
tributed sensor network data as input for a ho-
mogeneous co-calibration method. Both ap-
proaches propagate the uncertainty into the in-
terpolated value, but do not weight measurement
data based on uncertainty.

Itis of interest to further adapt, compare and ex-
plore existing and new interpolation schemes.
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Summary:

We present the first experimental realization of phase measuring deflectometry (PMD) with active
display registration. A stereo camera system determines the position and shape of the display that is
used in PMD for active pattern generation. As an example, we measure the shape of two mirrors.

Keywords: Optical metrology, phase measuring deflectometry, generic camera model, specular sur-

faces, shape reconstruction

Introduction

Phase measuring deflectometry (PMD) [1] is a
robust and low cost full-field shape measure-
ment method for specular surfaces. It is based
on the reflection of light rays. A display is show-
ing sinusoidal fringe patterns which are reflect-
ed by a surface under test (SUT) and recorded
with a camera. Using phase shifting technique,
this establishes a correspondence between
camera pixels and phase angles of the sine
patterns, encoding positions on the display.
This phase information is used to determine the
shape of the SUT by means of inverse ray trac-

ing.

The phase information does not uniquely de-
termine the shape of the SUT [1]. Regulariza-
tion is the process of incorporating additional
information to make the shape reconstruction
feasible. Setups with multiple cameras, with a
translation stage moving the display or with a
distance sensor provide additional information
for regularization.

Active Display Registration in PMD

Bartsch and Bergmann [2] proposed the idea of
Active Display Registration (ADR). A schematic
setup is depicted in Fig. 1. A stereo camera
system observes the PMD display directly to
register its position and shape. By moving the
display to several distances from the SUT,
regularization can be obtained. Because ADR
captures the display shape, it has the potential
to reduce systematic errors caused by display
nonplanarity. Additionally, ADR allows for more
freedom in setup geometry as the display is not

fixed. This in term may simplify the measure-
ment of SUTs with high curvature or large size.

Deflectometry
camerj,
L
L
\ ’
N ’,

suT /—I\ I
Stereo cameras

Fig. 1 Schematic of PMD with ADR. The stereo

camera pair observes the display. The deflectometry

camera observes the display via reflection on the
SUT. The display is moved to several positions.

Zhang et al. [3] introduced a similar method
based on speckle digital image correlation in-
stead of PMD. However, their method relies on
sufficient focus to capture the speckle image,
and their setup is limited to the measurement of
nearly flat SUTSs.

In this paper, we present the first experimental
realization of PMD with ADR.

Experimental Setup

Figure 2 shows our setup. All three cameras
capture fringe images shown on the display to
obtain phase information. Utilizing the principle
of fringe projection [4], the stereo camera sys-
tem determines a mapping from phase to 3D
coordinates. This mapping is used to translate
the phase measured by each pixel of the de-
flectometry camera into a 3D reference point.
By moving the display to several positions,
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each deflectometry camera pixel corresponds
to multiple reference points, through which a
line can be fitted. The line is intersected with
the corresponding camera ray of vision to ob-
tain a surface point of the SUT. This procedure
is done for all camera pixels, which yields the
SUT shape. Each two intersecting lines also
yield a surface normal vector, as can be seen
from Fig. 1. Because PMD is a high-sensitivity
slope measuring technique, we can therefore
use integration [1] to improve the result.

Display r

Stereo
cameras ||

Deflectometry
camera

Fig. 2 Experimental setup of PMD with ADR. The
display can be moved by a robot manipulator.

Calibration

We describe all cameras with the generic cam-
era model and calibrate them with vision ray
calibration [4]. The stereo system cameras are
calibrated simultaneously and do not need an
extrinsic calibration step for their relative posi-
tion. The external calibration of the stereo sys-
tem to the deflectometry camera is achieved
with the procedure outlined in [5] using a planar
mirror.

Results

We measure the shape of a A/20 planar mirror
and a M2 convex spherical mirror. The spheri-
cal mirror has a radius of curvature of
(201.97+£0.02) mm, which was determined with
a coordinate measuring machine.

Figure 3 shows the resulting shape deviations.
For the planar mirror we obtain a deviation of
PV (2+0.03) ym and RMS (0.5+0.03) ym. For
the spherical mirror we obtain PV (5.4+0.4) ym
and RMS (1.2+0.4) ym. These errors are factor
of 2 to 3 higher than that of comparable meas-
urements using an advanced PMD method [6].

The deviations are dominated by low frequency
components which indicates systematic errors
in the shape measurement. We assume that
our current measurement accuracy is essential-
ly limited by the comparatively low resolution of
1.5 MPixel of the stereo system cameras, re-
sulting in a rather sparse mapping of measured
phase to 3D coordinates. This uncertainty
translates into calibration as well as into shape
measurement uncertainty.
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Fig. 3 Shape measurement error. Left: planar

mirror (PV 2 um, RMS 0.5 um); right: spherical mirror
(PV 5.4 um, RMS 1.2 um).

Summary and Outlook

We have experimentally realized a phase
measuring deflectometry (PMD) setup with
active display registration (ADR) and measured
the shape of two mirrors. Presently, the PV
deviations and the RMS values are a factor of 2
to 3 higher than those of comparable previous
measurements [6]. We plan to further investi-
gate systematic errors caused during calibration
by independently measuring the tilting of the
planar calibration mirror.
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Summary:

Ql-Digital is a joined project aiming at digitalising Quality Infrastructure (Ql) processes involving
standardization, conformity assessment, accreditation, metrology, and market surveillance [1]. Federal
institute of material research and testing (BAM) is working on the creation of a digital calibration certifi-
cate (DCC) to achieve digital metrological traceability and conformity assessment. The utilisation of
machine readable and executable DCCs in the XML format is demonstrated on an example of a tem-
perature measurement at a hydrogen refueling station. The certificates will be retrieved and analysed
automatically at a Process Control System or at a Digital Twin.

Keywords: Quality Infrastructure, Digital Certificates, temperature calibration, digitalisation, hydrogen

technology

Motivation

To ensure the quality of “Made in Germany” in
the era of digitalisation, Quality Infrastructure
(QI) processes are digitalised by Federal Minis-
try of Economic Affairs and Climate Action
(BMWK) and other stakeholders of the Ql-
Digital project. A holistic approach to digitalise
different workflows can contribute to a paper-
free documentation [1]. As an accredited cali-
bration and testing lab, the Federal Institute of
Material Research and Testing (BAM) is work-
ing on the generation and implementation of
digital certificates, following the good practice
guidelines established by national metrological
institute. Currently, the focus is on digital cali-
bration certificates (DCC) for temperature sen-
sors. The concept of DCC is explored within the
Ql-Digital project on a hydrogen refuelling sta-
tion and the use-case of temperature meas-
urement for developing novel approaches for
quality assurance.

Generation of Digital Calibration Certificate

DCCs are analogous to paper-based certifi-
cates but they are machine readable, interpret-
able, and executable. Therefore, they need to
have a harmonised structure in a language like
XML. DCC structures for different measurement
quantities are defined by the respective tech-
nical committees of the German forum for cali-
bration services (DKD), within the framework of

the XML Scheme for DCCs, defined by the
Physikalisch-Technische Bundesanstalt (PTB).
These harmonised certificates are automatically
generated by a self-developed middleware us-
ing python and LabVIEW. The final XML files
are digitally signed via the Public-Key-
Infrastructure (PKI) provided by the German
accreditation body (DAKkS), which validates the
accreditation of the issuing calibration lab. To
comply with the current standards, a human-
readable certificate in PDF format will also be
handed over to the customers.

Use Case Vehicle CHSS gas Measurement setup
temperature, at a hydrogen refuelling station

40 °C < Tuiae < 85 °C

CPU / process control
Conformity Assenssment t (CA

AD-Converter d + Warning-/Control limits

v
v 3 3:7 Data filter
ol
QI Cloud

Fig. 1. Creation of calibration certificate for sensors
used to measure CHSS temperature

Use of DCC in Hydrogen Refuelling Station

The DCCs generated at BAM, are transferred in
a machine-interpretable XML format to a cloud
which will be retrieved by Process control sys-
tem (PCS) or at a Digital Twin (DT). As a prac-
tical example, the temperature measurement at
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the Compressed Hydrogen Storage System
(CHSS) during the fuelling of hydrogen vehicles
will be used to implement and use the DCC.
The real-time temperature is measured and
analysed, and a conformity assessment (CA) of
the process is done in real-time by PCS or DT.
The calibration and measurement uncertainty
values from the DCC are retrieved automatical-
ly and analysed, in order to be taken into ac-
count for the CA decisions. The process flow is
shown in figure 2. The temperature limits are
set via the ISO 19880-1 standard [2].

Statistical Process

Control for
Conformity
Assessment

While fuelling:
CHSS temperature
-40 °C < Tyehige < 85
°C

Rejection zone
Guard band

. Acceptance zone
Fig. 2. Process flow diagram for conformity as-
sessment
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Fig. 3. Measurement data and conformity assess-
ment results.

In figure 3, the process data acquired and the
respective CA, is shown. The data is recorded
at a rate of 15 seconds. The region of interest is
shown in the blue box.A moving average and
the standard deviation of the process are calcu-
lated. The uncertainty is derived according to
DKD-R 5-1 [3].

The expanded uncertainty (k=2) of the vehicle
temperature is expressed by

2x\ (u(CAL)? + u (t_SD)?) (1)

where u(CAL) is the uncertainty from the cali-
bration process and u(tsp) is the process stand-
ard deviation by means of the moving average.
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The conformity is accepted if the hypothesis Ho
in equation (2) is true

Ho = P (TiS t_vehicle <Ty) 2 (1-a) 2)

Where T is the lower and Tu is the upper tem-
perature limit as given in [2]. If Ho is false, the
values are rejected.

Once the probability is calculated, the values
are either accepted, as indicated by green dots
or they are rejected as indicated by red dots, in
figure 3. The yellow values lie in the guard
band, which means that the magnitude of the
offset from the specification limit to the ac-
ceptance or rejection zone boundary is small.

Conclusion and Outlook

As the first step to digitalise calibration certifi-
cates, DCC for temperature sensors are gener-
ated and used in hydrogen refueling station.
This will ensure digital metrological traceability
and an automated conformity assessment of
the processes. The use of digital signature
makes it easier to validate the authenticity of
the certificates. These digitalised processes will
make it easier and faster to assure the quality
of processes and products in general.
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Summary:

Smart intelligent sensor systems are key for many application areas in the domain of ubiquitous com-
puting like embedded autonomous systems, wireless sensor networks, internet of things and wearables.
In this article, we provide an overview of recent approaches to improve the design, structure and de-
ployment of machine learning methods for smart sensor systems in order to make them as lightweight
and energy efficient as possible. The techniques considered cover both hardware and software per-

spectives.

Keywords: Smart Sensor Systems, Machine-Learning, Energy Efficiency, Hierarchical Machine-Learn-

ing, Industry 4.0

Introduction

Smart Sensor Systems combine advanced sig-
nal processing and data-fusion techniques with
machine learning (ML) algorithms to ensure low-
latency processing of sensor and measurement
data directly at the edge device. They found nu-
merous applications in Industry 4.0, loT, medical
diagnostics, smart cities, autonomous embed-
ded systems etc.

In recent years, a growing interest in optimizing
machine learning methods with respect to their
energy efficiency can be observed as challeng-
ing and attractive research topics in both aca-
demia and industry. In particular, facing a recent
global energy crisis, it seems more appropriate
than ever to improve the energy efficiency of Al
methods and their sparing use of computational
resources, as used in countless smart sensing
devices worldwide.

Optimization Methods

As discussed, optimizing the resource efficiency
for smart sensor systems is a crucial point to en-
sure the viability of a TinyML approach. Key re-
quirements of intelligent sensor systems are low-
latency processing at a high data rate, high reli-
ability, data security and a long battery life-
time[3]. During the development life cycle of
such systems, there are multiple optimization
points that a developer can utilize for efficient
processing at the edge. In the following, we will
go through the life cycle step by step to highlight

possible optimization mechanisms and pitfalls to
ensure the most efficient execution. In this short
overview we will cover the hardware side only
briefly and focus on methodical optimizations on
the software side.

Pre-processing and Feature Extraction

Before any data is fed into the ML-pipeline, the
sensor data needs to be prepared to be more ef-
ficiently processed. At this point, denoising and
data filtering methods can be applied, so that
only needed data is passed to the model. After
the data preprocessing step, the remaining sen-
sor data is fed into the feature extraction stage.
Here, the dimensionality is reduced to contain
only relevant information. This has the benefit of
quicker training and the possibility to use more
efficient models in the next stage. However, cre-
ating a viable set of features can be hard to
achieve. Usually, some sort of expert knowledge
is needed to identify patterns, possible transfor-
mations or meaningful statistical moments. Addi-
tionally, some features might not be as influential
as others and may therefore be left out. To over-
come this issue, feature pruning or search can
be included in the process. This is achieved by
either tracing back through the machine learning
model to find the most relevant inputs [4] or by
applying search algorithms like random search,
genetic algorithms or reinforcement learning.
Additionally, a standard feature extraction might
be unnecessary in the case of NNs, which inher-
ently identifies meaningful input data in the
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training process but come with the downside of
increased computational complexity.

Machine Learning Model Optimization

After feature extraction, a machine learning algo-
rithm is applied to transform the given inputs into
the desired output format. We divide possible op-
timizations into two groups: Ante and post-hoc
optimization. The first one can be applied before
the actual training and comes down to a meta-
approach of choosing the most efficient classi-
fier. In a greedy fashion, the most efficient model
wrt. energy usage and precision can be selected.
It must be noted that for suitable models not only
different kinds of neural networks (NNs) should
be considered. Even though a neural architec-
ture search is an applicable approach to find ef-
ficient models, classical methods like decision
trees might be a suitable option with a good
working feature extraction.

Post-hoc optimization can be applied after train-
ing. This step is very dependent on the chosen
ML-Method but can broadly be described in ei-
ther reducing the bit width of calculations or leav-
ing out unnecessary parts of the model. The first
one is referred to as quantization [2], which
brings down a model from floating point to inte-
ger 8-bit precision or lower. The second ap-
proach falls into the category of pruning, which
might be pruning branches in a decision tree,
omitting classifiers in an ensemble, or leaving
out neurons in a NN [2].

Hierarchical Machine Learning

In some applications it might be possible to di-
vide a classification into smaller sub-tasks. In a
divide-and-conquer fashion, instead of using one
ML-model to solve the task, smaller and more ef-
ficient models are used. Consider an industry 4.0
scenario with a smart accelerometer to find bear-
ing damages in a machine. A standard approach
would be to classify every time frame of sensor
data with a big NN or a support-vector-machine.
In the hierarchical case, we can implement an
event-wake-up-trigger and split the task into
three stages: Anomaly detection, fault localiza-
tion and severity classification. Because of the
smaller sub-problems, the first stage can be
solved with a linear classifier, the second one
with a random forest and the third one with a se-
lection of tree-based classifiers [1].

Hardware selection

From the hardware perspective, the platform can
highly impact the resulting efficiency of a system
and must be selected alongside with the soft-
ware. The algorithms should be tested for the
lowest precision possible and for the need of
floating point calculations. Most optimally, all cal-
culations can be done in 16 or 8 bit and a floating
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point unit can be omitted. Additionally, further
hardware modules are helpful to accelerate the
execution of certain algorithms. Usually, the
more specialized an acceleration unit is, the
more efficient the execution becomes if the algo-
rithm can utilize it. A DSP-unit is one of the
broader kind of accelerators, which can optimize
various calculations like vector/matrix opera-
tions, Fourier-transformations, or statistics. Fur-
thermore, typical SIMD-Accelerators like vector
or neural processing units can accelerate both
NNs and matrix-operations. NNs can also utilize
extremely specialized hardware like analog Neu-
romorphic circuits, which can cut down latency
and energy usage drastically [5]. A final consid-
eration when picking hardware platform(s) is
software support. A lot of silicon manufacturers
and IP-providers are delivering software-librarys
alongside their chips that help to utilize their
hardware more efficiently. Typical examples for
that are ARM-CMSIS or STM32-Cube Al.

Conclusion and Outlook

We presented an overview of methods to im-
prove the efficiency of machine learning algo-
rithms for smart sensor systems. Depending on
the application or ML-model, these can be ap-
plied before, during, or after training an ML
model. Existing results show that a good trade-
off between model efficiency and accuracy can
be achieved, significantly increasing efficiency
(e.g. reduction of 47% energy consumption [1])
without sacrificing the ML model accuracy and
fidelity.
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Summary:

Sensor data, transferred by wireless sensor networks, must often be resampled for correcting missing
samples or timing deviations. The direct application of the well-known Shannon theorem is limited to
uniform sampling. For the non-uniform case, the resampling accuracy can be improved by Local Re-
gression. Several cases, such as low/high signal frequency and noise were tested in combination with
different scales of non-uniformity from missing single samples to fully arbitrary sampling.

Keywords: Arbitrary resampling, missing samples, clock jitter, Whittaker-Shannon Interpolation, sen-

sor data processing, non-uniform sampling.

Problem and Motivation

The timing of measurement data, transmitted
via wireless sensor networks, is often incon-
sistent. Samples might be missing or delayed
due to network failures or overload. The CPU
clock of the sensor nodes might deviate or be
out-of-sync with other sensor nodes. Subse-
quent processing of the sensor data mostly
requires uniform sampling at identical time
points for different sensor nodes. The meas-
urements must be resampled accordingly for
digital twins and loT based data processing.

In practice, often only the simple approach of
“keeping the last measured value” is applied,
or, in technical terms, a Zero Order Hold func-
tion (ZOH). The Whittaker-Shannon Interpola-
tion (WSI) according to the sampling theorem of
Shannon [1] offers full reconstruction from a
theoretical point of view under some restrictions
by filtering the input with a sin(x)/x function. The
first restriction, that the signal is bandlimited to
half of the sampling rate, is mostly assumed to
be fulfilled. However, other restrictions often
cannot be complied with in practice. Sampling
must be uniform and free of noise. The signal
must be infinite in time. Especially the latter one
is problematic for real-time processing of sen-
sor data, where only the past values are known.

In this contribution, we test different alternate
methods, in order to provide an improved solu-
tion adapted to the sampling conditions.

Methods and test cases

In addition to WSI and ZOH, we tested Local
Polynomial Regression (LPR) [2], also known

as Locally Estimated Scatterplot Smoothing
(LOESS), and linear connection of neighboring
measurement points (LIN).

Sine waves at different frequencies, a random
signal created by Gaussian process, and tem-
perature measurements in a building were ap-
plied as test signals. Reference signals were
generated at 10fold sampling frequency. A set
of samples was picked from this reference set
at lower sampling frequency as example meas-
urement data. Signals with low/high frequency
and with/without noise were tested. Besides
uniform sampling for f=1Hz, different incon-
sistent timing conditions were tested, such as
missing samples, clock jitter, and arbitrary time
points with a maximum distance of 1.5 s.

For comparing the accuracy of the different
methods, they were applied to resample the
signal to the reference frequency. The Root
Mean Square Error (RMSE) was calculated
between the resampled and the reference sig-
nal. The reconstruction was tested for the off-
line case with a measurement set of defined
length, as well as real-time case where only
past measurements are known, and the recon-
structed signal must be updated after each new
measurement.

Results

Fig. 1 shows a test signal created by a Gaussi-
an process with a covariance width of 1. Differ-
ent algorithms were tested to reconstruct the
full signal by samples takes in intervals of 1 s.
All methods had problems to approximate short
peaks in the signal. Best results were achieved
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by WSI with an RMSE of 0.060 followed by LPR
with 0.111.
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Fig 1. Gauss process test signal (covariance = 1)
and resampling

For further testing of the frequency sensitivity of
the different methods, sinus waves were ap-
plied as test signal. WSI is the method of choice
for signals with frequencies close to the theoret-
ical limit for the relation between highest signal
and sampling frequency of r=50% (Fig. 2). If r
drops below 20%, LPR provides the same or
even better accuracy. For low frequencies
r<3%, LIN can be used without losing accuracy.

10°

H
2

Root-mean square error
o
(=]
b

WSl
— LPR
— LN
—— ZOH

3% 10% 20% 30% 40% 49%
Percentage of sampling frequency

Fig. 2. Prediction error as function of frequency

The effect of inconsistent sensor timing was
further tested for WSI and LPR. For the test of
clock jitter, the sampling time point was varied
by £10% of the sampling interval. In a second
test, an updated signal prediction was calculat-
ed after each new measurement with only the
past data known.

WSI turned out to be very sensitive towards
deviating clock timing, or cutting the input to
past values, as the high RMSE indicates (Fig.
3, orange solid lines).

LPR (green) was hardly affected by jitter but for
the update case, the RMSE increased by a
factor ~3. Leaving out two samples gave about
the same error as the update case. Arbitrary
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sampling gave similar results as the update
case for LPR, but the highest RMSE for WSI.

For signal frequencies below 20% of the sam-
pling frequency, LPR provides acceptable accu-
racy for non-uniform sampling, but for higher
frequencies, an accurate method is still missing.
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Fig 3. Effect of non-uniform sampling (WSI orange,
LPR green)

Discussion

LIN was always better than ZOH for all test
signal frequencies, e.g., by a factor of 4 for
r=20%. The error can be further reduced by
using LPR, e.g., by an additional factor of 3 at
r=20%. Only for higher frequencies with r>20%,
WSI achieved better results.

LPR is also suitable for the update case and
non-uniform sampling with r<20%. However,
there is still a lack of good methods for higher
frequencies with r>20%. Last results concerning
improved methods will be presented at the con-
ference, including Kriging [2], Akima [3], and a
newly developed modified local regression
method. A Digital Twin platform for sensor data
processing was presented at the previous con-
ference [4]. The suggested resampling methods
provide the necessary extension for inclusion of
sensor data with timing deviations.
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Summary:

The methodology and case study presented in this article reveals the impact of self-X properties on
long-term system reliability. The studies were conducted on the data received from XMR-based angular
decoders used as a demonstration setup and Red Pitaya platform used for real-time measurement. A
new approach inspired by the biological immune system was explored to detect anomalies and novelties
in the field of one-class classification (OCC) XMR sensor properties. The accuracy of the proposed
methodology was 96.2 %. Due to the implementation of the self-X (self-healing, self-calibration, self-
repairing, etc.) properties, it is possible to increase the efficiency of the physical demonstrator by main-
taining satisfactory system performance, despite the defects that occur during the operation.

Keywords: Self-X system, Artificial immune system, Positive selection algorithm, XMR-based angular

decoder, Tuning knobs

Background, Motivation, and Objective

Driven by the rapid growth of information tech-
nology in manufacturing, industry 4.0 focuses on
intelligent monitoring using machine learning
and optimization techniques [1].

One of the main goals of industry 4.0 is to predict
the anomalous behaviour of the system. Fault di-
agnosis, early detection of defects, and in-
creased system reliability are essential to lower
operational costs [2]. Numerous methodologies
are presented in the literature [3-6] to reduce
maintenance costs and prevent unplanned
downtime in the production chain due to equip-
ment failures.

This research presents a self-X approach based
on the extension of condition monitoring of in-
strumented processes to self-monitoring of the
involved sensors, focusing on real-time anomaly
detection and elimination. For this goal, inspired
by the adaptability and autonomy of living be-
ings, the concept of a holistic and robust system
with self-X properties is proposed.

Proposed Methodology

This study aims to create a self-X system that will
diagnose and evaluate the operation of con-
trolled equipment while providing its monitoring
with subsequent correction of errors and mal-
functions. Thus, it will increase the system's reli-
ability and ensure satisfactory performance with-
out human interference due to the existence of

the self-X properties. The flowchart of the pro-

posed methodology is presented in Fig. 1.

Tuning Knobs
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Fig. 1. Self-X mechanisms implementation.
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In this approach, the data received from the sys-
tem under examination is processed with new
features extraction. Self-monitoring mechanism,
based on the principles of the biological immune
system, produces a one-class classification ac-
cording to signal features, similar to the definition
of self and non-self cells in the body of living be-
ings. OCC uses a Positive Selection Algorithm
(PSA) [7] based on the NOVAS filtering ap-
proach proposed by Kdénig [8], where only safe
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signal features are used as a set of detectors
during the training phase. Hence, the often im-
possible task of comprehensively describing the
set of errors is eliminated [8]. The self-healing
property is based on changing the parameters of
the input signal using the tuning knobs, bringing
the output signal into a safe zone.

Results

An XMR-based angular decoder demonstrator
with error incubation capability is used as an ex-
perimental setup (Fig. 2). The Red Pitaya plat-
form was used as a real-time measuring system.
The motor speed was set to 1413.63 rpm, while
the sampling rate of the Red Pitaya’s ADC was
1907.35 Hz. One period was sampled with 81
samples, the number of samples in the experi-
ment was limited to 16384 samples [9].

(S ——

Fig. 2. Demonstrator with error incubation capability.

This experiment is the first step to move from
synthesized [10] to real measured data acquired
by the Red Pitaya platform. In current studies
fault injection is still done simulated on real data
acquisition and was labelled as distorted signal,
while the measured data were labelled as good
samples (Fig. 3). Extracted features from
measured and synthesized data are still basic
and uncorrelated and will be complemented in
the next step to full complexity met, e.g., in [5].
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Fig. 3. Set of detectors with different radius.

At the training stage, a set of detectors with dif-
ferent radii [11] are determined (Fig. 3). The al-
lowed minimum radius was 0.0004, while the
max and min radii obtained by the training algo-
rithm phase were 0.00353 and 0.00063. When
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an abnormal value is observed, the self-healing
property will be activated. Self-healing (see Fig.
1) can follow in the same footsteps as the extrin-
sic or intrinsic evolution of electronics pursued in
[5], but needs a different cost function. The cost
function to minimize in the optimization loop of
Fig. 1 in our approach relies on the condition
monitoring itself. In previous work, the accuracy
of synthesized data was 98.16% [10], while on
the real measurement, the accuracy was 96.2%.
The accuracy of the actual hardware is slightly
lower than the synthesized data but still falls in
an acceptable range. Further work will be based
on extension for continuous online measurement
and adaptation based on the Red Pitaya plat-
form. To advance the experiment studies, itis in-
tended to inject the real-world faults at the me-
chanical, sensory, and electronics level before
acquisition of measurement data.
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Summary:

A fully telemetric sensor concept is presented for real-time angle and position measurement using
millimeter-wave metamaterials that exhibit Fano resonant behavior. The idea is to determine the angle
of rotation from the reflection signals of a millimeter-wave transceiver chip. A metamaterial geometry
exhibiting Fano resonance behavior has been designed and implemented on low-cost FR4 laminates.
In addition, we show numerical and experimental analysis of the sensing effect and present the
implementation with a frequency-modulated continuous wave (FMCW) chip.

Keywords: Angle measurement, position measurement, telemetric sensor, metamaterial, millimeter-

wave

Introduction

Real-time position measurement, rotary as well
as linear, is a fundamental quantity in
powertrains and robotics. In this context, there is
also a high demand for telemetric and
contactless position sensors [1,2].

Sensor concept

It has been shown that planar metamaterials can
exhibit Fano-type resonances that significantly
determine their reflectivity [3]. The basic idea of
our sensor concept is to exploit these Fano
resonances which, due to their anisotropy,
strongly depend on the orientation of the unit cell
with respect to the polarization of the electric
field. This results in an angle-dependent
reflection of the metamaterial target, which can
be used to determine the angle of rotation.

Numerical analysis

The metamaterial used in this work has a unit
cell structure as shown in Fig. la. The
metamaterial elements were fabricated on
Panasonic R-1755M laminates with a thickness
of 1.2 mm using standard PCB technology. We
performed finite element simulations (FEM) in
COMSOL Multiphysics®, extrapolating the
material parameters of the laminate to the
millimeter-wave range. The geometrical
parameters were optimized to set the resonance
frequency of the Fano type in the frequency

range of the FMCW chip, which ranges from 58.0
GHz to 63.5 GHz.
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0.1 mm

Fig. 1. Metamaterial. a: Sketch of unit cell. b: Array
on FR4 disc. The dotted circle marks the illuminated
area.

We simulated S11 amplitude spectra for various
angles ¢ between the electric field polarization
and the x-axis in Fig 1a. Results are shown in Fig
2 for ¢ in the range between 0° and 90°.
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Fig. 2. Simulation of metamaterial S11 spectra.

Due to the symmetry of the unit cell, the curves
in the range from 90° to 180° overlap with those
from 0° to 90°. The curve for ¢ = 40° shows a
distinct minimum close to 60 GHz which comes
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from the Fano-type resonance. Thus, the
coupling to this mode is maximum for ¢ = 40°.
Most importantly, the data shows that varying ¢
significantly changes the reflectance in the
frequency range close to the Fano resonance,
which in turn allows to determine the rotation
angle by measuring the reflectance.

VNA measurement results

The metamaterial is produced as a single layer
on a 10 cm diameter disc in a circular
arrangement (see Fig. 1b). All unit cells are
aligned parallel to each other. The disk is
mounted on an aluminum axis together with a
degree disk for reading the angle of rotation.
Reflectance measurements were performed
using an Anritsu MS4647B vector network
analyzer and a horn antenna. The measurement
distance to the metamaterial was 1 cm. The area
of the metamaterial array irradiated with this
setup is outlined as a green circle in Fig. 1b. In a
post-processing step, we performed time
domain gating. Fig. 3 shows the measurement
results.
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Fig. 3. VNA measurement of metamaterial S11
spectra. Grey area: Bandwidth of FMCW chip.

There is an overall horizontal shift of the curves
compared to the simulation results (Fig 2). This
indicates that the dielectric constant of the
laminate is smaller than the value we
extrapolated. In the range from 40° to 90° the
change of the curves with increasing ¢ agrees
well with the simulated ones. Furthermore, the
coupling to the Fano-type resonance is
maximum at 40°. For ¢ between 0° and 30° the
data in Fig 3 shows a shift of the minimum
towards higher frequencies whereas the
simulated curves show a shift towards lower
frequencies. We explain this by the fact that in
the FEM simulations plane wave incidence was
assumed. Due to the small measurement
distance, this is not strictly fulfilled in the
experiment, which leads to a different coupling
behavior for small values of ¢. Nevertheless, the
measured curves show the proposed sensor
behavior for frequencies in the FMCW chip
bandwidth (grey in Fig 3).

FMCW chip measurement results

DOI 10.5162/SMSI2023/A4.4

We installed the FMCW chip at 3 cm distance to
the metamaterial, considering the FMCW chirp
bandwidth of 5.5 GHz. We calculated the
amplitude spectra using the on-chip FFT routine
and identified the peak that corresponds to the
reflection from the metamaterial. Fig 4 shows the
measured amplitude as a function of ¢.
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Fig. 4. Millimeter-wave transceiver: FFT amplitude
as function of the rotation angle ¢.

The horizontal error bars show the estimated
reading error of the setup. The data clearly
shows the angle-dependent change in the
reflectance of the metamaterial. However, the
curve in Fig 4 is not a bijective function over the
whole range of ¢. This is explained by the
resonant behavior observed in simulations as
well as measurements (Fig 2 and Fig 3) which
show that the coupling to the Fano-type
resonance is maximum at ¢ =40°. Our
implementation can measure the rotation angle
fully telemetric in the range from 40° to 90°.
However, the implementation of a sine encoder
would be straightforward by varying the
orientation of the unit cells in the metamaterial
array such that the reflectance changes
sinusoidally as a function of the sample’s rotation
angle or movement as sketched in Fig 5.

g o o o Jq

Fig. 5. Possible implementation of sine encoder

We are confident that our proposed sensor
concept potentially paves the way toward a new
angle and position sensor technology based on
millimeter-wave metamaterials.
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Summary:

Hydrogen is a cofactor in many microbial transformation processes and therefore important to achieve
a high product yield. The measurement of dissolved hydrogen in biogas processes is complex, be-
cause it is conducted at conditions, which may disturb stability and precision of the measured value. A
new approach for the measurement of dissolved hydrogen in biogas culture broth by using semicon-

ducting metal oxide gas sensors is presented.

Keywords: metal oxide gas sensor, dissolved hydrogen, biogas culture broth, micro fluidic system

Introduction

Hydrogen (Hz) is a cofactor in many microbial
transformation processes and therefore im-
portant to achieve a high product yield. It needs
to be dissolved in the liquid phase for utilization
in cellular transformation. In anaerobic diges-
tion, Hz2 occurs usually at partial pressures be-
low 10 Pa [1]. Thus, the provision of cells with
sufficient amounts of Hz is crucial, since it offers
only low solubility. This requires a trade-off
between expensive improvement of H: input
rate and its limited availability for a cell.

The measurement of dissolved hydrogen
(Hz24diss) in biogas fermentation media is com-
plex, because it is usually conducted at condi-
tions, which disturb stability and precision of the
measured value [2]. These conditions concern
biofilm formation on sensitive surfaces as well
as hydrogen consumption on surfaces in the
fermenter headspace by microbes with access
to traces of oxygen. It could be shown in the
past that these issues can be circumvented
successfully by enabling a membrane-free ex-
traction of dissolved hydrogen (Hzdiss) into a
clean chamber before its detection [3]. This
chamber is rinsed with a constantly flowing
carrier gas, which is analyzed subsequently for
its H2 concentration (c(H2)). Initially, an auto-
mated chromatographic system was used for
this task, which is highly sensitive and selective,
but it requires a high installation effort. This is
associated with costs that exceed the usual
scope of biogas production.

This contribution describes a new approach for
the measurement of Hadiss in biogas culture
broth by using semiconducting metal oxide gas
sensors (MOX). These low-cost sensors can be
installed with a significantly diminished effort
compared to chromatographic systems. Unfor-
tunately, these sensors usually degrade within
days when they are in direct contact with bio-
gas. Therefore, within this new approach they
are combined with a miniaturized fluidic ar-
rangement based on a small gas-flushable
chamber for the MOX.

Methods

The new sensor system consists of a gas sup-
ply, a micro-fluidic system with the sensor
chamber and a PLC for controlling gas flows
and valves and for data logging as shown in
Fig. 1.

programmable logic controller |

— %fg EV
DC

Fig. 1.  Scheme of the sensor system: CS = clean-
ing solution, DC = data/control line, EV = extraction
volume, FM = fermentation medium, FS = fluidic
system, MFC = mass flow controller, MOX = metal
oxide gas sensor, P = pump
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The sensor chamber inlet is connected to the
gas supply, while the outlet is vented into the
environment. A third line connects the sensor
chamber to an extraction volume via a solenoid
valve. The gas supply provides humidified air or
a calibration gas with known c(Hz) during the
periods, when the H2gdiss in the fermentation
media equilibrates with the gas atmosphere in
the extraction volume through a membrane-free
gas/liquid boundary. After complete equilibra-
tion, the flushing gas flow through the sensor
chamber is interrupted by closing the valves at
the in- and outlet. Subsequently, the connection
between sensor chamber and extraction vol-
ume is opened for 90 s to allow the extracted Hz
to diffuse into the sensor chamber. The peak of
the sensor signal, occurring immediately after
this opening, is a stable measure for p(Hz,iss) in
the culture broth. After the diffusion step, the
extraction volume is filled with fresh air again,
and the next equilibration/measurement cycle
starts.

Results

The system was characterized in the laboratory
in deionized water as model fluid with different
concentrations of Hzdiss. The fluid was held at
25 °C and the partial pressure p(Hzdiss) was
adjusted by introducing small gas bubbles of a
H2/N2 mixture with defined p(Hz) between 1 and
100 Pa.

The resulting calibration curve is shown in Fig.
2 for two independently operating sensor sys-
tems. It proves that stable plateau values are
achieved at each adjusted value of p(H2gdiss)
with a noise below 5 %. The relatively long re-
sponse time concerns the concentration change
in the model fluid, which is significantly longer
than the sensor response. The signal is moving
back rapidly exactly to the initial 100 Pa level
after 120 h measurement, demonstrating a
sufficient long-term stability of the sensor.
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Fig. 2. Calibration curves of two independently

operated sensor systems in model media with
p(Hz2.diss) =0 ... 100 Pa.
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After laboratory characterization, the system
was installed in a laboratory fermenter and op-
erated for 900 h. The curve in Fig. 3 demon-
strates that stable measurements are achieva-
ble over this long period.

The peaks of p(Hzdiss) occur immediately after
feeding, demonstrating the short sensor re-
sponse time and the role of Hz as an intermedi-
ate substance in the biogas process and its
rapid transfer to the methane producing bacte-
ria. The small fermenter volume of less than 2
liters prevents water cleaning of sensors, due to
intolerable dilution of the culture broth. There-
fore, the sensor has been cleaned externally,
which is also reflected in its signal.

The new sensor system is suited for broad
commercialization of dissolved hydrogen moni-
toring in biotechnological processes.

1000

/ Pa
S

measured p(Ha giss)

sensor cleaning’
T

0 150 300 450 600 750 900
time/h

0.1

Fig. 3. Long-term measurement of p(Hzdiss) in a
laboratory biogas fermenter.
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Summary:

Over the recent decade, Hz has become more and more important for multiple industries. The fuel in-
dustry especially has been increasing their efforts to use Hz, a carbon-free fuel source. Since H2 may
be a significant indirect contributor to climate change and global warming, a device capable to detect
and, more importantly, quantify leaks along the supply chain to both prevent Hz product loss but also
assess impacts on our atmosphere must be develop. Ideally, these devices and “apps” are adaptable
to various concentration ranges, environments, and both fixed stations and mobile/wearable devices.

Keywords: Hydrogen, indirect greenhouse gas, electrochemical sensor, nano-TCD, loT-capable

Background, Motivation and Objective

Since the colorless and odorless gas Hydrogen,
H2, has increasingly important applications in
new pollutant free energy sources, like batteries
and fuel cells for cars and satellites, to remove
friction-heat in turbines, as cryogenic fuel in rock-
ets as well as a lift gas in weather balloons [1],
the demand for Hz sensors has been increasing
as well. As every other energy source, Hz has
certain drawbacks. Firstly, if mixed with air, Hz is
flammable, or even explosive above a certain
threshold (4 — 75 V%) [1]. Secondly, and more
importantly, H2 was found to be an indirect
greenhouse gas [2]. Itis called an indirect green-
house gas because Hz on its own does not do
much damage, however, the products of the re-
actions involving Hz in the troposphere and strat-
osphere are problematic: (i) Hz reacts with OH
radicals in the troposphere resulting in higher
lifetimes of methane by effectively reducing the
amount OH radicals that can react with methane,
(ii) the oxidation of Hz ultimately leads to the for-
mation of tropospheric Os, and (iii) the reaction
of Hz in the stratosphere results in an increase in
water vapor resulting in an increasing infrared ra-
diative capacity which lead to warming effects
[2].

The severe effects H2 has on the climate require
a strict control of possible Hz sources. In order to
cover all applications throughout the Hz supply
chain — including production, transport, storage,
and use — a high volume of adaptable monitoring
devices that are loT capable are needed. The
adaptable monitoring devices must be capable
to detect very small concentrations (low ppb lev-
els) as well as high levels of H2 while being

deployable in fixed stations, portable, mobile,
wearable and distributable applications. Prior
work has introduced the use of amperometric Hz
sensors [3] in safety applications and herein dis-
cussion is extended to low-level environmental
monitoring applications.

To summarize, the primary H2 sensor applica-
tions include: 1) safety because Hz is flammable
and explosive, 2) process control for purity and
mixed methane-hydrogen feedstocks, and 3) en-
vironmental concerns about secondary green-
house effects.

Experimental Methods

There are two primary technologies for Hz detec-
tion reported here including a small, ultra-low
power, high sensitivity electrochemical sensor
and a nano-TCD sensor for higher concentra-
tions. The small, low-cost electrochemical sen-
sor is capable of Hz detection at ppb-levels while
requiring next to no power [3]. The nano-TCD
sensor combines the superb detection range of
100 ppm to 100 % H:z of currently available TCD
devices while consuming significantly less power
than current TCD because of its lower mass.

The devices were exposed to controlled levels of
Hz in air in one of our standard measurement
systems. The sensors were operated at room
temperature and in 50% RH air and alternatingly
exposed to Hz/air mixtures (50% RH). Sensor
characterization of sensitivity, selectivity, re-
sponse time and stability are measured to cali-
brate the devices and interpret data from field
measurements.
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Figure 1: bottom: output of the electrochemical sen-
sors in the presence of varying concentrations of Ho.
Top: calibration curve of the sensor output shown at
the bottom.

The results of the small, ultra-low power electro-
chemical sensor are promising (Figure 1). We
observed a linear correlation between the output
and the H2 concentration at low level exposure.
We were able to detect low ppm levels of Hz in
air with relatively rapid response.

The results obtained with the nano-TCD were
similarly promising. Due to experimental limita-
tions, we were not able to measure the response
to Hz concentrations greater than 2% as of now.
However, the data in Figure 2 clearly shows a
linear dependence of the output (resistance) on
the concentration.

Helium and Hydrogen exposure in air background

air air air air air

signal

| 204,

1500 2000 2500

10 second markers

Figure 2: output of a nano-TCD sensor in the presence
of various Hz and He concentrations

Conclusion

The electrochemical sensor shows promising re-
sults for ppb-level detection of Hz in ambient con-
ditions. Similar observations are made for the
nano-TCD exposed to high levels of Hz. These
two sensors integrated into a single device could
provide accurate measurements for concentra-
tions from lower than 1 ppm to 100%. This would
allow for environmental assessments as well as
safety applications. Both sensors are low power
and could be packaged in a simple, low-cost and
intrinsically safe package heretofore not

DOI 10.5162/SMSI2023/A5.2

possible. The differing selectivity of the sensors
can reduce false alarms. Additional studies of
the sensor characteristics over time, tempera-
ture, and RH will provide data for autocorrection
of concentration readings. And there are addi-
tional ways to optimize the sensors as they are
prepared to be deployed in arrays of devices that
can communicate with user interfaces and pro-
vide spatial and temporal details about H2 con-
centrations in the vicinity of leaks. Data from ar-
rays of local low-cost sensors can be combined
with atmospheric data and in Al/ML developed
models to locate the leak source as well as pro-
vide quantitative data on amount of leaked Ho.
This work and the future planned measurements
will show that combining these two types of sen-
sors can provide flexible and adaptable sensing
devices for a range of applications from fixed site
to low-cost, low-power distributed applications.
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Summary:

In this work, a thermal conductivity sensor for the detection of hydrogen in fuel cell applications is pre-
sented. The sensor uses a differential measuring concept with two cavities combined on one semicon-
ductor-die where one of those cavities is hermetically sealed and filled with nitrogen as a reference gas.
The sensors were characterized with hydrogen concentrations between 0 and 3.5 % at different heater
temperatures. A 30-noise level of 0.06 % hydrogen was achieved with the prototype sensor.

Keywords: thermal conductivity, MEMS, hydrogen, gas sensor, automotive

Introduction

Greenhouse gases such as carbon dioxide are
drivers of climate change. Many governments
are increasing their commitment to climate pro-
tection in order to slow down the warming of the
planet. For example, Germany is aiming for
greenhouse gas neutrality by 2050 [1]. Within the
transportation sector, activities toward electrifi-
cation and zero-emission drives continue to in-
crease. Using hydrogen as a fuel is one pillar to
allow decarbonization where electrification is not
possible or reasonable [2].

To avoid endangering passengers or pedestri-
ans, the use of hydrogen as a vehicle fuel also
increases the demand of hydrogen gas sensors.
Since the thermal conductivity of hydrogen at
room temperature is seven times higher than
that of air, measuring thermal conductivity is a
feasible method to detect hydrogen. Even
though other sensor principles like electrochem-
ical and catalytic sensors may show higher sen-
sitivities and selectivity toward hydrogen, they
show some major drawbacks regarding an appli-
cation in the automotive sector such as a short
lifetime and vulnerability to poisoning, respec-
tively [3]. A thermal conductivity sensor imple-
mented as a micro-electrical-mechanical system
(MEMS) offers additional advantages such as
miniaturization, low production costs and low
power consumption.

The measurement principle itself is based on re-
sistivity changes of an electrically heated free-
standing resistive element. This hot element is a
resistor which is heated by short pulses. The re-
sistor should be thermally decoupled from the

substrate so that most thermal energy is trans-
ferred via the surrounding gas. The hot element
cools down when hydrogen is present, and a
change of resistivity can be measured.

A MEMS-based sensor using thermal conductiv-
ity to measure hydrogen concentrations below
the lower explosive limit of 4 % is presented. A
differential measurement concept with four geo-
metrically identical elements is used, two located
in a hermetically sealed cavity containing a ref-
erence gas.

Method

Reference
cavity

Measurement
cavity

\ Si-heater
O
bl

Fig. 1. Schematic cross-section of the MEMS struc-
ture. A sensor detects the thermal conductivity of the
ambient gas while a reference sensor in a hermetically
sealed cavity is surrounded by a defined reference
gas.

The MEMS consists of a silicon wafer into which
two cavities are etched. One is later used as a
measurement cavity with an open port to the sur-
rounding gas. The other cavity is hermetically
sealed and filled with a reference gas which
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should most closely resemble the measurement
environment. For the application as a leakage
sensor in fuel cell vehicles, the cavity is filled with
nitrogen.

Certain areas of the wafer are made conductive
by doping. These areas are exempted during the
process and later form the electrical leads and
sensing elements.

The structured silicon wafer is encapsulated by
two glass wafers under nitrogen atmosphere, re-
sulting in a hermetically sealed nitrogen-filled
cavity (fig. 1).

1 M1 M2 R1 R2
R1 M2
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o ]
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Fig. 2. Schematic top view of sensor structure with
four resistors separated in a measurement (M1, M2)
and a reference cavity (R1, R2) connected as a
Wheatstone bridge.

Each cavity contains two resistors made of
doped silicon which act as heater and sensor el-
ements. Two heaters are exposed to the meas-
ured medium while the other two heaters are in
the reference gas. The heaters are connected in
a Wheatstone bridge. Only two of the four resis-
tors are exposed to a change of thermal conduc-
tivity in the presence of hydrogen. This differen-
tial measurement concept leads to very precise
and low-noise measurements. The bridge circuit
reduces temperature and aging effects.
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Fig. 3. (a) Raw data of hydrogen concentration

measurement from 0 to 3.5 % in 0.7 % steps (Th = 60
K), (b) the first two concentration steps on a smaller
scale and (c) mean values of concentration measure-
ments at four different temperatures Tr of the heaters.
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The gas sensing attributes of the sensor were
characterized during exposure to varying hydro-
gen concentrations ranging from 0 to 3.5 % in dry
air at a constant gas flow of 500 sccm, at room
temperature and ambient pressure. Each con-
centration step was held for two minutes. The
carrier gas was dry air generated by a zero-air
generator. The hydrogen concentration was
gradually increased from 0 to 3.5 % in 0.7 %
steps, then reduced back to 0 %. Then, this se-
qguence was repeated.

The measurement was repeated at four different
supply voltages of the bridge. Changing the sup-
ply voltage leads to different temperatures of the
Si-heater. The performance of the sensor was
determined at four different heater temperatures
Tu. Fig. 3 a) shows the raw data of a measure-
ment at Tw = 60 K as a visualization of the meas-
urement sequence and the resulting sensor out-
put. Fig. 3 b) shows the first change of concen-
tration on a smaller scale. The response time of
the sensor is a few seconds.

Tab. 1: 3c-noise level of the sensor at different
heater temperatures THh.

Th K] 35 | 42 | 50 | 60
0.17 | 0.12 | 0.09 | 0.06

With this sensor and measurement configuration
a 3o-noise level of 0.06 % hydrogen in air (at T
= 60 K) is achieved. Table 1 shows the noise
level at all measured temperatures.

30-noise [%H2]

The measurements show that a higher tempera-
ture of the heater results in a higher sensitivity
and a better resolution of the sensor. Lower tem-
peratures though reduce power consumption
which is very valuable for many applications. The
sensor still shows good results at lower heater
temperatures and could be used as a leakage
detection sensor for hydrogen in the future.
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Summary:

In this work we present a possible application of ultrasonic time-delay estimation to characterise mix-
tures of natural gas and hydrogen by the speed of sound. We constructed two prototypes based on two
variants of micromachined ultrasonic transducers, both out-of-plane (CMUT) and in-plane (L-CMUT),
operating at different frequencies (1.6 MHz and 40 kHz respectively). A calibration of these devices
under controlled conditions will enable their assessment as potential hydrogen-sensitive gas counters.

Keywords: hydrogen, natural gas, CMUT, ultrasound, pitch-catch

Introduction

In the coming years, hydrogen will be widely dis-
tributed in the German pipeline network as a mix-
ture with natural gas, seeking to enable its appli-
cation in domestic and industrial environments
[1]. Monitoring the hydrogen content in this mix-
ture at different stages of the distribution network
will therefore become a need, considering that
different components of the gas infrastructure
(e.g. pipes, compressors, turbines) offer different
levels of tolerance to hydrogen, and that this gas
mixture possesses a lower calorific value per unit
volume in comparison to natural gas [2,3].
Although the composition of such mixtures can
be accurately measured in gas chromatographs,
a fast, on-site, and low-cost method—even if
less accurate—would offer a significant ad-
vantage for monitoring hydrogen in households
and factories.

Ultrasonic transducers have been widely imple-
mented in pipelines for monitoring volume flow,
and a minimal adjustment in their control unit en-
ables a further report of the speed of sound of
the fluid, given that both variables are directly
calculated from the two measurements of the
time of flight (upstream and downstream) [4]. By
monitoring the speed of sound of the hydrogen-
enriched mixture, a first, quick estimation of its
composition can be performed. If mixture were
binary (e.g. Hz in CH4), the speed of sound would
offer a direct measurement of the hydrogen con-
tent, provided that the temperature of the mixture
is known. This can be evidenced in Laplace’s

equation for the speed of sound in ideal gases
(1), which reveals its dependence on three vari-
ables (C,, C,, M) that in turn depend directly (in
fact, linearly) on the amount of each substance

[5].

= F=]@% o

Nonetheless, natural gas does not consist purely
of methane, but is itself a mixture that includes
ethane, propane, nitrogen and other gases. De-
pending on the geographical source and the ex-
traction method, the content of CH4 in natural
gas can vary from 98%vol to around 80%vol [6].
If, however, the source of natural gas is kept con-
stant, its composition varies only very slightly,
and the concentration of hydrogen can be cali-
brated with a series of measurements of the
speed of sound—or with the knowledge of the
composition of the respective sort of natural gas.

Method

We have constructed two prototypes to measure
the speed of sound by means of a “pitch-catch”
measurement of an ultrasonic wave packet. The
devices are designed to act as a new kind of gas
counter that reports not only the volume flow but
also the hydrogen content, including a tempera-
ture correction (for which a corresponding sen-
sor is included). The first prototype relies on a
CMUT (Capacitive Micromachined Ultrasonic
Transducer) that operates at a frequency of
1.6 MHz [7]. Given the high attenuation losses at
this operation frequency, the travelling range of

SMSI 2023 Conference — Sensor and Measurement Science International

67



the waves is kept at 11 mm. The second proto-
type relies on a low-frequency, laterally oscillat-
ing CMUT [8] that generates a wave packet with
a centre frequency of 40 kHz. This wave packet
is then detected by a MEMS microphone
(Knowles® SPU1410LR5H) located at a dis-
tance of 150 mm from the “L-CMUT” transmitter.
A scheme of these two prototypes is found in
Figure 1.

(a) N (b)

(d)

Fig. 1. Overview of the two MUT-based devices
through which the speed of sound of the gas mixture
is characterised. (a) CMUT device and a detail view
(b) of the location of the transducers. (c) L-CMUT de-
vice and a detail view (d) of the location of the trans-
ducers.

The calibration of the speed of sound for different
mixtures of hydrogen and natural gas is to be
performed under controlled conditions. A mass
flow controller (Brooks® 5851S) is used to regu-
late the mixture, whose composition is then mon-
itored with a gas chromatograph (Thermo Scien-
tific® TRACE 1310). A drum-type gas meter (Rit-
ter® TGS5/1) is implemented to control the flow
that enters the devices. With this set-up, both the
concentration of hydrogen and the volume flow
can be adjusted in order to calibrate the ultra-
sonic devices.

Results

A preliminary test was performed to verify that
the MUTs can operate under natural gas and
pure hydrogen. The exposure to both gases was
well withstood by both types of sensors, CMUT
and L-CMUT. Figure 2 shows a representative
measurement of the time of flight in a pilot L-
CMUT set-up (a measurement chamber with
10 cm side length) under natural gas and hydro-
gen. It is evident how the speed of sound was
increased when hydrogen was introduced. The
results of the calibration under controlled condi-
tions will be presented in the full version of this
article.

DOI 10.5162/SMSI2023/A5.4

Natural gas | ;

Fig. 2. Preliminary test with the L-CMUT transduc-
ers exposed to natural gas and hydrogen, observing a
clear reduction of the time of flight.
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Summary:

We present a novel non-invasive flow metering procedure where the flow velocity of a fluid is deter-
mined using polarized hydrogen nuclei of the fluid as magnetic markers. The metering procedure is
based on a time-of-flight method in which magnetic information is applied to the liquid using a perma-
nent magnet and a radiofrequency (RF) pulse. Downstream, the magnetic information is read-out by
optically pumped magnetometers (OPM) by measuring the magnetic field produced by the hydrogen.
We discuss results, application cases and challenges for industrial usability.

Keywords: Flow Metering, Magnetometry, OPM, ZULF-NMR, Time-Of-Flight Measurement

Introduction

Nuclear magnetic resonance (NMR) based flow
metering has proven to be a viable tool for mul-
tiphase flow detection [1] with a range of indus-
trial applications [1,2,3]. However, high-field
NMR measuring devices are costly, show a
high system integration effort and don’t work
with metallic pipes [4]. These aspects limit the
methods applicability [5]. The recent commer-
cialization of highly sensitive OPM [6] allowed
us to develop a novel magnetic flow metering
procedure in the zero-to-ultra-low-field (ZULF)
regime [7]. The procedure allows flow detection
through metal pipes, and, because the proce-
dure does not require high magnetic fields, its
implementation is effortless compared to the
established high field NMR pendant [8]. The
research presented is a continuation of the
proof of principle for magnetic flow metering
presented in [7]. As we continue to test the

Flow
Direction

industrial potential of the procedure, we now
analyze the viability of metering the flow of wa-
ter flowing through industry standard steel
pipes. In addition, a commercial electromagnet-
ic flow meter is used to benchmark our flow
metering results.

Materials and Methods

A schematic overview of the magnetic flow me-
tering procedure is shown in Fig. 1. To deter-
mine the flow velocity of a fluid, polarized hy-
drogen atoms are magnetometrically monitored
by OPM operating at nanotesla ambient field
strength. The OPM have a sensitivity of <15
fT/Hz%5. In the presence of an external magnet-
ic field, short resonance RF pulses change the
fluids magnetic background, creating local
magnetic marks. These marks are used as
timestamps to perform a time-of-flight (TOF)
measurement of the flow velocity.

Path / Time

Fig. 1. Time-of-flight based measurement of a flow velocity. a) The fluid is magnetized by a strong magnet. b) A
short and resonant RF pulse is applied to the fluid which creates a “notch” in a magnetized background. c) This
notch is monitored by OPM downstream. The flow velocity is simply given by path over time where the timing in-
formation is given by the creation and detection of the notches.
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To determine the flow velocity of the fluid we
use the following relation:

V=AL/At (1),

Where AL is distance between the RF coil and
the OPM. The timing information between pulse
application and detecting its effect on the fluid
polarization is given by At. The water is guided
in a ¥ inch stainless steel pipe. The results are
compared to a commercial electromagnetic flow
meter.

Results

The procedure was tested with tap water flow-
ing at a constant velocity of 59 cm/s. The total
measurement time was 10 min. Figure 2 shows
an extract of the raw data used to determine At.
The measurement results of the flow velocity
detection are shown in Fig. 3. The average
relative error of the magnetic flow metering
apparatus is 0.5%. The commercial flowmeter
showed an average relative error of 0.1%
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Fig. 2. Determination of At. The upper graph shows
the voltage applied to the RF coil. Every 2.5 s a delta
pulse is applied to the fluid. The lower graph displays
the magnetic response of the fluid. After each pulse
the water magnetic field is ‘marked”. The relative
position of pulse application and detection yields At.
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Fig. 3. Comparison of the flow velocity detected by
the commercial electromagnetic flowmeter and the
magnetic flow meter. The relative error of metering a
constant flow velocity of 59 cm/s is plotted against
the measurement time.
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Conclusion and Outlook

The conducted experiment demonstrates a
successful magnetic flow metering performed
with industry standard steel pipes. The relative
deviation of 0.5% when metering a flow rate of
59 cm/s with the current experimental setup
shows the viability of magnetic flow metering in
this configuration. Comparing the magnetic
flowmeter’s performance to the commercial
flowmeter underlines this statement.

Further research on the magnetic flow metering
procedure will address the signal preparation
section. Potential use cases range from inline
fill level detection to resolving a flow profile with
limited two-phase resolution. As the procedure
is also non-invasive, we aim for a clamp-on
demonstrator.
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Summary: Quantum magnetometry advances rapidly, leading to compact sensors with high sensitivity
and absolute accuracy without the need for cryogenic cooling which makes them a promising technol-
ogy for the NewSpace domain. Small satellite technology provides economic access to space, and
when launched in large constellations, they open new possibilities for global applications with high
temporal and spatial resolution. This contribution shows benefits of emerging technologies for magnet-
ic cleanliness verification and spaceborne geomagnetic observation.

Keywords: small satellites, geomagnetism, magnetic cleanliness

Introduction

Quantum magnetometry uses the connection
between light and atomic systems to measure
magnetic fields [1]. Specifically, optically
pumped magnetometers (OPM), have seen
significant advancements in terms of sensitivity
and compactness, as cryogenic cooling is not
required. Due to the atomic origin of their sig-
nals, OPM have an extremely high magnetic
sensitivity and they can operate calibration-free.
Thus, OPM are likely to become an enabling
technology, in particular for small satellite appli-
cations in the NewSpace domain.

Small satellites are currently revolutionizing the
space sector as they are significantly cheaper
and easier to launch than traditional large satel-
lites. Thus, they are popular for a variety of
applications such as Earth observation, satellite
communication, and scientific research. When
launched in large constellations, they open new
possibilities, with the potential to offer world-
wide coverage with high temporal and spatial
resolution.

The benefits of OPM technology might be ex-
ploited for two relevant applications:

1. Magnetic Cleanliness Verification
2. Spaceborne Geomagnetic Observation

Magnetic Cleanliness of Small Satellites

The use of small satellites in scientific and
commercial applications presents new and
unique challenges, particularly for the pointing

requirements where small disturbance torques
from residual magnetic dipoles interact with the
magnetic field in low Earth orbits. The verifica-
tion of magnetic cleanliness requirements is
particularly challenging for small satellite sys-
tems, due to increased utilization of commer-
cial-off-the-shelf (COTS) technology, as well as
scaling and signal-to-noise ratio issues. Spatial-
ly distributed high accuracy magnetic field
measurements can precisely characterize the
spacecrafts magnetic properties which allows to
compensate their effects on attitude control. For
example, the qualification of the Fraunhofer
small satellite ERNST [2], lead to the develop-
ment of a cutting-edge test setup for precise
characterization of small residual dipole mo-
ments [3].

Geomagnetic Observation on Constellations
of Small Satellites

The use of OPM onboard resource-limited small
satellites has several advantages as they can
be extremely small and lightweight with compa-
rably low power requirements, while the tech-
nology allows extremely sensitive measure-
ments without the need for calibration. Consid-
ering emerging capabilities of commercial de-
vices to measure also magnetic field vector
components, economic small satellite constella-
tions have the potential to provide high-
resolution measurements of the Earth's mag-
netic field simultaneously at many locations and
local times. This is particularly useful for study-
ing the Earth's magnetic field in regions where it
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is particularly complex, such as the polar re-
gions or at very low orbital altitudes. This ena-
bles studies of geomagnetic field variations to
infer about Earth's interior dynamics or space
weather [4].

Meeting Scientific Requirements

In order to assess the potential of the current
capabilities regarding small satellite technology
and OPM sensors, scientific observation re-
quirements were estimated in Tab. 1, which are
based on observations described in [5] and [6].
All requirements for magnetic flux and attitude
knowledge are given as goal specification and
corresponding threshold values, describing
minimal requirements to ensure valuable ob-
servations.

Tab. 1: Scientific observation requirements

Parameter Goal Threshold

B, Dyn. Range +65000 nT +65000 nT
B, Accuracy 1nT 5nT
B, Precision 0.1 nT 1nT
|B|, Cadence 16 Hz 0.25 Hz
Bi=x,y,z, Cadence 128 Hz 0.25 Hz
Attitude Accuracy 1 arcsec 30 arcsec

A first analysis on current capabilities of OPM
technology shows promising results. Scalar
sensors with less than 100 fT/Hz'2 noise floor
were built recently [6] and the extraction of vec-
tor information with an angular resolution better
than 2 arcsec is also possible [7]. It is assumed,
that miniaturized OPM which meet the scientific
requirements will become commercially availa-
ble within the next years. Especially mass, size,
and power consumptions of commercially avail-
able devices qualify them as potential scientific
instrument for miniature spacecrafts.

The power requirement of such a payload could
likely be met by an efficient 1-2U cubesat plat-
form as described in [8], optimized for the in-
strument operation such that any electrical cur-
rents would be minimized during measure-
ments. Attitude knowledge better than 6 arcsec
could be achieved by two orthogonal star track-
ers on a shared optical bench, mounted as
close as possible to the OPM. This instrument
assembly could easily be deployed from the
satellite with a flexible boom as shown in Fig. 1.

| 2U cubesat bus
P e { orthogonal star trackers

------------------- {OPM vector cell on optical bench

Fig. 1. A satellite concept with an OPM onboard.
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Sufficient attitude stabilization to allow for ac-
quisition of the star trackers could be realized
by efficient magnetic attitude control [9], oper-
ated between the sampling periods. This way,
the satellite would create minimal magnetic
noise during measurements to meet the chal-
lenging magnetic cleanliness requirements.

Conclusions

Recent advances in the development of OPM
provides great potential for future small satellite
applications. On small satellites, they can be
used for high quality platform magnetometer
missions, covering many local times to support
dedicated science missions [10], and they might
be developed into full high-quality magnetic
science missions in the future.
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Summary:

Optically pumped zero-field magnetometers (OPM) are extremely sensitive to small variations in mag-
netic stray fields. However, their spatial resolution limits their application in non-destructive test-ing.
With the help of flux guides these challenges can be overcome. This paper shows an example how
the combination of OPM and flux guide can be used to measure magnetic stray fields of partial pene-
tration weld seams in ferromagnetic steel sheets from the bottom side.
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Introduction

Residual stresses are one of the major issues
in welded parts since they could be detrimental
to the integrity of components and structure [1].
Within ferromagnetic materials, these stresses
alter the local magnetization and therefore the
external magnetic field of the component [2, 3].
As magnetometers measure the average
change of magnetization in a measurement
volume, highly sensitive and commercially
available quantum sensors like optically
pumped magnetometers (OPM) measuring
magnetic field B in a vapor cell are promising
candidates for non-destructive testing with
small measurement volumes or high spatial
resolution [4].

In fatigue trials on mesoscale ferritic steel spec-
imen with a loaded volume of about 0.1 mm?,
the external magnetic field changed by about
5 nT when mechanical stress was altered from
negative to positive yield stress [5, 6]. In princi-
ple, the sensitivity of the sensor of 15 fT/vHz [7]
would be sufficient to measure stress concen-
trations prior to crack initiation. However, the
measurement volume inside the component
and therefore the lateral spatial resolution at the
surface of OPM sensors are limited by the
physical distance between component surface
and the vapor cell inside the sensor to several
millimeters. To overcome this problem, Kim and
Savukov used flux guides from Mn-based fer-
rites to measure the lateral component of the
magnetic field with high spatial resolution [8].

In this paper, we use a different flux guide ge-
ometry measuring the normal component of the
external magnetic field. This geometry should
be appropriate for NDT of ferromagnetic com-
ponents with high relative permeability yr as

their magnetic stray field is refracted towards
the normal at the surface. At the example of two
neighboring weld seams, we demonstrate the
improvement of the lateral spatial resolution
compared to a OPM sensor only.

Material and Methods

A sketch of the experimental setup is shown in
Fig. 1. A conically shaped flux guide (relative
permeability ur = 2300) is attached to the OPM
with the aid of a 3D printed housing and placed
into a magnetic shielding via the top opening.
The horizontal axis is externally motorized and
carries the sample. All components are placed
in such a way that the point of measurement is
in the center of the magnetic shielding and the
sample moves along the flux guide.

Magnetic OPM with

shielding \ flux guide
=

Motorized Sample with

axis welding seam

Fig. 1. Sketch of setup: inside the magnetic shielding
on the vertical axis a OPM is placed where a flux
guide can be attached. The horizontal axis is exter-
nally motorized and holds the sample.

The sample shown in Fig. 2 consists of two
partial penetration welding seams which are
4 mm apart, attaching a second layer of ferro-
magnetic steel [9]. To show the effects of the
flux guide, measurements are performed with
just the OPM and the with the OPM flux guide
combination. The sample is moved with
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0.1 mm/s and the sampling frequency of the
OPM is 200 Hz. The distance d between sam-
ple surface and point of measurement are kept
as small as possible (d < 1 mm, excluding the
distance from the housing to the center of the
vapor cell within the OPM).

Flux guide \

Sample with

welding sites \

e

\

N

4 mm

Fig. 2. Detailed sketch of the sample with two partial
penetration welding seams spaced 4 mm apart. The
sample is moved in a distance d along flux guide to
measure magnetic stray fields from the bottom side.

Results

The comparison between the measurements
with only the sensor (blue) and the combination
of OPM and flux guide (red) is shown in Fig. 3.
The sample has a magnetic gradient across the
scanned line. However, the location of the weld-
ing sites (indicated in grey pattern) are only
clearly visible in the measurements including
the flux guide.

8
— Bopm

6l — BOPM + flux guide
E 4] /
k=
[a2] 2

0'_5\

-2

-8 -4 0 4 8
position [mm]

Fig. 3. Comparison of the two measurements using
OPM only (blue) and using the OPM with the flux
guide attached (red). The changes of the magnetic
field (B) on the surface of the sample across a weld-
ing site (grey patterned).

Conclusion and outlook

This works illustrates that the use of a flux
guide significantly enhances the spatial resolu-
tion of OPM. The spatial resolution is very de-
pendent on the distance between the vapor cell
inside the OPM sensor and the measurement
site. Implementing a flux guide simplifies to
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control spatial resolution and measurement
volume in the sample. In this respect, significant
progress by optimizing the geometry of the flux
guide is expected.

Further research on the geometry, material and
hysteresis behavior of flux guides will provide
more insight into their benefit. Potentially
providing a high spatial resolution without sacri-
ficing sensitivity. Allowing to perform accurate
and localized analysis for material testing, in-
cluding local stress concentrations and defects.
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Summary

In this work, we demonstrate magnetic stray field imaging on a grain-oriented FeSi electric steel micro
sample after cyclic loading, using a home-built NV widefield microscope. The image is compared with a
corresponding magnetic domain image of the same sample area acquired via Magneto Optical Kerr

Effect (MOKE) microscopy.

Keywords: NV center, Widefield Microscopy, Magnetic Imaging, Non-Destructive Testing, Quantum

Magnetometry

Introduction

Microscopic testing of magnetic materials has
been utilized for the measurement of a variety of
relevant properties for material sciences and en-
gineering, some of which being residual stress,
microstructure, or hardness. Recently, it has
been shown [1] that measuring the stray field in-
duced from the the inverse magneto-strictive, or
Villari effect [2] can potentially be exploited to re-
trieve a magnetic signature of fatigue and early-
stage crack initiation in micro-mechanical sam-
ples.

To find a magnetic signature in these measure-
ments, it is essential to understand the evolution
of the magnetic state in the sample, based on the
structural and mechanical behavior of the mate-
rial under different loading conditions. One route
towards this, is by imaging the magnetic domain
patterns, as can be done by Magneto-Optical
Kerr Effect (MOKE) microscopy. Despite being
an established method, it has the drawback of
only providing information on the magnetization
but not on the magnetic stray field [3].

Magnetic sensing techniques that utilize the ni-
trogen-vacancy (NV) center in diamond have
been established in a wide variety of research,
ranging from Bio- and solid-state magnetism
over electronics to chemical analysis for mag-
netic, electric, thermal and strain sensing [4].
NV-center-based magnetic widefield micros-
copy, involves a dense layer of NV-centers ra-
ther than an individual one. In this way, a mag-
netic stray field distribution can be imaged over
a wide area of hundreds of micrometers in only
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Fig. 1. (a) Schematic of a micro sample. The gauge
area is highlighted (b) Schematic of a MOKE meas-
urement. (c) Schematic of the widefield-NV setup. The
inset shows the crystal structure and ground state en-
ergy levels of a single NV.

a few minutes of time, while still maintaining a
diffraction optics spatial resolution. In this work,
we demonstrate magnetic stray field imaging on
a FeSi electric steel micro sample using a home-
built NV widefield microscope and compare the
results with a corresponding magnetic domain
image acquired prior and in-situ during cyclic
mechanical loading of the sample via MOKE mi-
croscopy.
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Experiment

The micro samples were cut from a single grain
of grain oriented FeSi electric steel using wire
erosion to minimize heat-affected zones along
the edges. The specimens have a thickness of
220 um, with a gauge section of 600x400 um?
which widens on both ends into a clamping area.
A schematic of a micro sample with the geometry
used here is shown in Fig. 1 (a). For the in-situ
MOKE measurements, as schematically de-
scribed in Fig. 1 (b), a micro-tensile apparatus,
integrated into a Kerr microscope, was used. On
the sample shown here, we performed a fatigue
test in the elastic regime with a stress amplitude
of as = 195 MPa and a load ratio of R =0.1 ata
frequency of f = 30 Hz. After that, the sample
showed severe plastic deformation and the im-
age in Fig. 2 (c) was taken at 0 MPa after 1651
cycles.

Wide-field NV microscopy was performed utiliz-
ing a dense layer of nitrogen-vacancy (NV) cen-
ters. The nitrogen doped diamond was home-
grown by chemical vapor deposition (CVD) (Fig.
1 (c)). The sample was later electron irradiated
and finally the NV-centers were formed in a ther-
mal annealing procedure. Initialization and read-
out of the of the NV-center's spin state is per-
formed optically with a green laser at A= 532 nm.
The magnetic resonance is obtained by tuning
the frequency of a microwave irradiation from a
nearby antenna. The red fluorescence is de-
tected with a CMOS camera. This, together with
the spin-dependent photo luminescence of the
NV center allows for the measurement of the
magnetic field from the field-dependent spin
splitting of the ms = +1 states (see inset in Fig. 1
(c) and Fig. 2 (a)) via optically detected magnetic
resonance (ODMR) spectroscopy.

Results

Fig. 2 (a) shows an averaged ODMR spectrum
of multiple NV centers, as recorded for each
pixel of the acquired image. The splitting of the
dips is directly proportional to the magnetic field
and is plotted for each pixel in (b). Fig. 2 (b) and
(c) show the same area of a plastically deformed
FeSi micro sample. The map of the ODMR split-
ting in (b) has a resolution of around 1 ym and
took around 20 minutes recording time for an im-
age size of 250x250 uym?2. The splitting is propor-
tional to the distribution of the magnetic field gen-
erated due to the effective magnetic anisotropy
of the sample, which is mainly a superposition of
the crystal anisotropy of the material and the
shape of the sample in the investigated area.
The fatigue process and the plastic deformation
of the material induce defects like dislocations,
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Fig. 2. (a) Averaged ODMR spectrum of the NV layer
at one pixel. (b) Map of the magnetic field dependent
splitting of the ODMR signal. (c) MOKE image of the
same area as in (b).

slip and shear bands, inclusions, or precipita-
tions, which can act as pinning cites for the mag-
netic domains [5]. This potentially causes the
complex domain pattern displayed in (c), as rec-
orded by MOKE microscopy. Comparison of the
two images shows, that the magnetic field distri-
bution in (b) and the domain pattern in (c) can be
correlated reasonably well with each other. The
lines in the images serve as guides to the eye
and highlight characteristic features of the sam-
ple, such as the edges (dashed) and a scratch in
the center (dotted), which can clearly be identi-
fied in both images. In conclusion, we have
shown that NV-center based wide-field magne-
tometry as a quantum technology, can poten-
tially be used in materials testing for imaging of
the magnetic field distribution in micro samples.
The NV map is clearly related to the underlying
domain pattern imaged by MOKE microscopy
but adds additional information about the mag-
netic stray field. This could be of advantage to
find a magnetic fingerprint for early state fatigue
damage in ferromagnetic materials.
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Summary:

We present a brief axiomatic description of the current Sl. A set of seven defining fundamental
constants were assigned an exact value in the S| based on their best-known quantity values in terms
of the previous Sl units. The defining constants so established redefine the S| base and other units.
The previous uncertainties in measurement of the defining constants did not evaporate. They were
shifted to the physical realizations of the S| units of related quantities.

Keywords: Avogadro number, Kilogram, Planck constant, Uncertainty, Unit of measurement

Introduction

The current Sl (ninth edition, dated 2019) has
established new definitions for the S| base units
by fixing the numerical values for a chosen set
of seven fundamental or technical constants of
nature referred to as the defining constants.
The base units of the Sl are still second (s),
meter (m), kilogram (kg), ampere (A), kelvin (K),
mole (mol), and candela (cd). The seven
defining constants chosen to redefine the base
units are the hyperfine transition frequency of
the 133-cesium atom (Avcs), the speed of light
in vacuum (c), the Planck constant (h), the
elementary charge (e), the Boltzmann constant
(k), the Avogadro constant (Na), and the
luminous efficacy of monochromatic radiation of
frequency 540 x 102 Hz (Kcd). The best-known
quantity values in terms of the previous Sl units
were assigned to the defining constants.
Informally, the measurement uncertainties
associated with the assigned quantity values
were zeroed. The quantity values of the
defining constants so established redefine the
Sl units [1].

In the SI, a metrological expression for a
quantity value Q is a product of a number {Q}
and a unit of measurement [Q]. That is, Q =
{Q}[Q]. The quantity is compared with a
physical realization of the unit [Q] to determine
the number {Q}. The number {Q} is uncertain
due to imperfections of measurement (including
incomplete  description of the quantity
measured). For most applications, this
uncertainty is much larger than the uncertainty
in the physical realization of the Sl units.

In the current Sl, seven defining constants were
chosen as the quantity Q*. A suitable number
{Q} was determined for each defining constant.
Then the ratio Q*/{Q} was set as the revised
unit [Q] for that defining constant [1]. The
suitable number for each defining constant was
determined such that the current Sl units are
backward compatible with the previous Sl units.

An Sl unit of measurement must be (1) a con-
stant, (2) backward compatible with the previ-
ous Sl units to maintain continuity, (3) and con-
venient for physical realization to develop
measurement standards. The backward com-
patibility to previous units subsumes (i) that the
units are of practical size, and (ii) that the Sl is
an interconnected system of coherent units.
Physical realizability was an important consid-
eration in the choice of defining constants. The
chosen defining constants allow for practical
realizations with smallest uncertainties. In prin-
ciple, defining constants are available to every-
one and at all times. A link to special artifacts is
not needed [1].

The defining constants are unique invariant
quantities. So, a defining constant can, in prin-
ciple, be used as a unit of measurement for
quantities of the same kind. As potential units,
the defining constants are either too small or
too large for practical use. So, a practical unit of
measurement [Q] would be proportional to the
defining constant Q*; that is [Q] = k Q* for some
constant of proportionality k. A fundamental
requirement is that a revised definition must be
backward compatible with the previous Sl units.
Suppose {Q} is the numerical part of the estab-
lished value of a defining constant Q* in terms
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of the previous Sl unit. Consider the following
definition of a unit of measurement

[Q] = {Q}" Q* (1)
where {Q}" is the constant of proportionality.
The equation (1) can be written as

Q" ={Q} [Q] (2)
The equation (2) is profound for it states that
the magnitude of the Sl unit [Q] is such that the
established value {Q} [Q] is exactly equal to the
defining constant Q* (quantity). This is the
foundation of the current Sl based on the
established values of seven defining constants.
Per equation (1), the Sl units based on defining
constants are wunique invariant quantities
(constants). Per equation (2), the Sl units based
on the defining constants are backward
compatible with the previous Sl units. Table 1 is
reproduced from the current (ninth) edition of
the Sl Brochure [1].

Table 1. The seven defining constants of the Sl and
the seven corresponding units they define.

Defining Symbol Numerical Unit
constant value

hyperfine Avcs 9192631770 Hz
transition

frequency of Cs
speed of lightin ¢
vacuum

Planck constant  h

299 792 458 m s

6.626 070 15 Js

X 10—34
elementary e 1.602 176634 C
charge x 10719
Boltzmann k 1.380 649 x J K1
constant 1072
Avogadro Na 6.022 140 76 mol™!
constant x 1023
luminous Ked 683 Im
efficacy w1

The symbols Hz, J, C, Im, and W represent the
units hertz, joule, coulomb, lumen, and watt,
which are definedas 1 Hz=1s",1J=1kgm?
s2,1C=1As,1Im=1cdm?2m=2,and 1 W =
1 kg m? s-3, respectively. The column 1 lists the
names of the defining constants (quantities).
The symbols in column 2 are for both the
defining constants and their established values.
The products of the numerical values in
column 3 and the corresponding units in
column 4 are the established values of the
defining constants. The revised Sl units are of
such magnitude that the defining constants are
exactly equal to their established values. The
defining constants divided by their numerical
values are the current definitions of their SI
units. These Sl units of defining constants are
algebraically solved to obtain the current
definitions of the S| base units (s, m, kg, A, K,
and cd), and the other Sl units given in the

DOI 10.5162/SMSI2023/A7.1

current S| Brochure [1]. The hyperfine transition
frequency of the 133-cesium atom, the speed of
light in vacuum, and the luminous efficacy were
established in 1967, 1975, and 1979,
respectively [1]. Thus, the world was already
using the definitions of the second, the meter,
and the <candela that were based on
establishing the values of defining constants.
The current Sl updated earlier definitions.

Previous uncertainties in measurement of
defining constants were shifted to physical
realizations of the units of related quantities

The Sl is an inter-connected system of units.
When the uncertainty associated with one
quantity value changes, the uncertainties in the
related quantity values also change. The
zeroing of uncertainties in measurement of
defining constants to establish their values had
the consequence of shifting those uncertainties
to physical realizations of the units of related
quantities [2]. The 2017 recommended value of
the Planck constant h, for example, had a
relative standard uncertainty of 1 x 108, In the
revised Sl, this uncertainty was shifted to the
mass of the international prototype of kilogram
(IPK). As of 2019, the mass of the IPK has
quantity value 1 kg with a relative standard

uncertainty of 1x10® [1]. The 2017
recommended value of the molar Planck
constant Nah had a relative standard

uncertainty of 4.5 x 10719, In the current S, this
uncertainty was shifted to the molar mass of
carbon 12, M('?C). As of 2019, M('2C) has
quantity value 0.012 kg/mol with a relative
standard uncertainty of 4.5 x 107" [1]. The
relative standard uncertainty associated with
the 2017 recommended value of the Boltzmann
constant k was close to 3.7 x 107. This
uncertainty was shifted to the Triple point of
water, Ttpw. As of 2019, Trpw has quantity
value 273.16 K with a relative standard
uncertainty of 3.7 x 107 [1]. In the future these
uncertainties will be determined experimentally.
Disclaimer These findings, and conclusions do
not necessarily reflect the views or policies of
NIST or the United States Government.
Acknowledgment Thanks to Eite Tiesinga,
Richard Steiner, and David Flater for their
suggestions. Thanks to Ron Boisvert, and Tim
Burns for their support, and to Klaus Sommer
for his encouragement.
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Abstract  Quantum sensing provides advanced technologies which significantly improves sensitivity
and accuracy for sensing changes of motion, gravity, electric and magnetic field. Therein, quantum
sensors for the detection of magnetic fields, so-called quantum magnetometers, are one of the most
promising technological realizations.

In this work, we firstly will provide an overview on methods in geophysical exploration. There are
various methods in exploration which would benefit from vastly improved magnetic field sensing
technologies.

Then attention will be paid to state-of-the-art quantum magnetometers usable for this purpose. We
will introduce recent developments on Superconducting Quantum Interference Devices, so called
SQUID, based sensors and optically pumped magnetometers, so-called OPMs, as specific
implementations of a quantum magnetometer.

These sensors have already today impact in mineral exploration. We will introduce some SQUID
instrument implementations, related field operation demonstrations and case studies. For instance,
airborne vector magnetometer devices with ultra-low noise of < 10 fT/Hz*? and ultra-high dynamic
range of real > 32 bit as well as a full tensor magnetic gradiometer with ultra-low gradient noise of
< 100 fT/(mxHz"?) were already realized. Successful case studies will be presented and discussed.

Ground-based receivers for the transient electromagnetic method are already a mature technology
being in commercial use for more than a decade. These quantum magnetometers led to a number of
discoveries of conductive ore bodies. Also, a related case study will be presented.

Since there exist expectations about their use in geophysics, this work will provide a brief overview on
the various developing quantum technologies and their individual state of the art for implementing
quantum magnetometers.

Finally, future prospects of using quantum magnetometers in geophysical exploration and other
applications will be discussed.

Keywords: Mineral exploration, Magnetics, Electromagnetic methods, Magnetic method,
Quantum sensors, SQUID, OPM
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Summary:

This paper describes the latest improvements of the programmable quantum current generator. Here
we focus on the fabrication of the new cryogenic current comparator, which will allow implementing the
triple connection between the quantum Hall resistance standard and the programmable Josephson
voltage standard, necessary step to reduce the correction on the generated current from few parts in
107 to few parts in 107°. Other on-going developments towards a laboratory dedicated to a new am-

pere traceability are also introduced.

Keywords: Current measurements, metrology, quantum standards, cryogenic current comparator.

Introduction

The first implementation of the PQCG demon-
strated that the ampere could be realized from
the elementary charge, e, with a 108 relative
uncertainty in the mA range down to the pA
range [1]. The high accuracy is obtained by
applying Ohm’s law in a circuit connecting di-
rectly a quantum Hall resistance standard
(QHRS) and a programmable Josephson volt-
age standard (PJVS) with a multiple connection
scheme and by amplifying the quantized current
with a cryogenic current comparator (CCC). Our
next goal is to develop a more compact and
even more accurate version of the PQCG in a
dedicated laboratory. We already demonstrated
noise improvements of the set-up and reported
in a comparison with the Ultrastable Low-Noise
Current Amplifier (ULCA) from PTB at 50 pA
[2]. An important target is the development of a
new CCC, which allows implementing the triple
connection of the QHRS to the PJVS in order to
reduce to a negligible value the cable correc-
tion, which was amounting to a few 1077 in the
double connection scheme previously imple-
mented. Hence the goal is to generate a quan-
tum current simply given by Gnyefs , where G is
the gain of the CCC, and ny and f; are the num-
ber of Josephson junctions and the Josephson
frequency respectively. This important step will
not only reduce the Type B uncertainty budget
to a few parts in 10° but also results into a sig-
nificant simplification of the system by avoiding
the measurement of the cable resistances. After
a detailed description of the new CCC, we will
give some details about the other on-going
developments towards a more compact version

of the PQCG and we will discuss the advantage
to use the PQCG to calibrate resistances.

Design of the new CCC

Fig.1: CCC mounted in the cryoprobe.

The new CCC is based on an architecture simi-
lar to the one presented in [3] but with 5 addi-
tional windings. The total number of turns is
8789. The CCC is made of 20 windings of 1, 1,
1, 2, 2, 16, 16, 16, 32, 64, 128, 128, 160, 160,
465, 465, 1600, 1600, 2065 and 2065 turns.
The triple connection will be possible for the
windings of 1, 2, 16, 128, 160, 465 and 1600
turns. The possibility to connect the circuit con-
taining the PJVS and the QHRS to three wind-
ings of 465 turns will allow enhancing in an
optimum way the signal-to-noise ratio while
preventing the Johnson-Nyquist noise of the
QHRS at 1.3 K from becoming the dominant
contribution [2]. The windings were glued with a
two-component epoxy adhesive. Each winding
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is made of insulated 80-um-diameter Cu clad
NbTi superconducting wire. We used 150-um-
thick Pb foils and Pb/Sn/Bi superconducting
solder with a low melting temperature to realize
the toroidal shielding around the windings. To
prevent flux leakage, the toroidal shield is made
of three electrically insulated turns correspond-
ing to two overlap turns. The inner and outer
diameter of the toroidal shield are 19 mm and
47 mm respectively. The chimney is about 125
mm high. The CCC is fixed by a nut on a screw
made of machinable glass ceramic (Macor) at
the bottom of the cryogenic probe. The CCC is
enclosed in a first 0.5-mm-thick Pb supercon-
ducting cylindrical screen with an inner diame-
ter of 57 mm and a height of 83 mm. The lead
foil is maintained mechanically into a gold plat-
ed brass cylinder. Based on the geometries of
the CCC and of the superconducting shield, the
calculated effective inductance of the CCC is
14.5 nH.

e Bare Cé(}

- SQUID alone

107 10° 10 102 10° 10*
f/Hz

Fig.2: Noise spectrum of the bare CCC and the SQUID
alone.

Fig.1 shows the mounting of the CCC into a
cryoprobe, which was designed to reduce the
mechanical vibrations leading to electrical noise
in measurements. It is equipped with a Quan-
tum Design Inc. DC SQUID, which has a white
noise level of 3 ppHz'"2, where ¢ is the super-
conducting flux quantum, and a 1/f corner fre-
quency fc = 0.3 Hz. The SQUID is placed in a
separate superconducting Nb shield. It is cou-
pled to the CCC via a superconducting flux
transformer composed of a wire wound sensing
coil placed as close as possible to the inner
surface of the CCC. The coil is made of a 100-
pm diameter NbTi wire inserted in a lead tube
to increase the effective radius of the wire. The
coupling is obtained with a sensing coil of Np =
9 turns, leading to a measured sensitivity of 8
MA.turns/¢o. Forty copper alloy wires with a
stainless steel shield are connected to the CCC
wires on a PTFE plate in the helium bath. Two
concentric magnetic shields are added: a Pb
superconducting shield enclosing the SQUID
and the CCC stages and a Cryoperm shield
surrounding the whole. The expected overall
magnetic attenuation is about 202 dB. The
noise spectrum of the CCC and of the SQUID
alone are presented in Fig.2. The base noise
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level of the CCC amounts only to 7 ppHz "2,
slightly above the base SQUID level, which
proves the shielding efficiency. At frequencies
below fc, one can observe the dominant contri-
bution of the 1/f SQUID noise.

Other developments and conclusion

The developments for the new version of the
PQCG are done in a new laboratory dedicated
to the metrology of the ampere. Two pits 3 m
apart are dedicated to the QHRS on one side
and to the CCC or two PJVS systems on the
other side. The latter hosts a cryogenic system
based on a pulse tube refrigerator, which has
been shielded with a 3 mm pure iron screen
reducing the magnetic field to less than 20 pT
when the QHRS is operated at 10 T. A new
external voltage controlled current source has
been developed delivering currents from the nA
range to the mA range.

Programmable quantum current generator

+ Quantum
voltmeter

&

ND

Ipgee = G ngefy

Ammeter
calibration

Resistance
calibration

Fig.3: Calibration set-up for the calibration of currents or
resistances using the PQCG.

One of our objectives is to investigate the pos-
sibility of using the PQCG for the direct calibra-
tion of resistances in conjunction with a quan-
tum voltmeter (PJVS associated with a voltage
null detector) as described by the sketch of
Fig.3. We expect reaching relative uncertainties
down to a few 10 in a more flexible way than
with resistance comparison bridges: no need of
transfer resistance, wide range of resistance
values from 1 Q to 1 GQ, more flexibility on the
value of the measurement current, reduction of
the effect of the current leakage owing to the
low impedance of the PJVS. Hence, the PQCG
realizing the ampere would constitute the skele-
ton of a future quantum calibrator.
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Summary:

A new current measurement setup is presented, which based on randomly orientated NV ensembles
in diamonds with a diameter of 150um. Diamonds are applied directly on a printed circuit board (PCB)
track which is used as a Bias-Tee to combine DC current and microwave (MW) excitation. By scan-
ning the MW frequency, characteristic dips in fluorescence intensity are used to deduce DC current
and temperature in a measurement range of 2A to 8 A and 300K to 380 K.

Keywords: NV center, room temperature, quantum sensor, current sensor, temperature tracking

Background, Motivation and Objective

Quantum magnetometry based on optically
detected magnetic resonance (ODMR) of nitro-
gen vacancy centers (NV-Centers) in nano- or
micro-diamonds is a promising technology for
precise and small magnetic field sensors and
resulting from this current sensors [1]. Never-
theless, few practical approaches have been
pursued so far to translate this technology into
viable approaches to concrete current sensing
setups [1][2].

Here, we propose a new measurement setup
based on the idea of a Bias-Tee that combines
a DC current and the MW needed to drive the
quantum states of the NV center on one simple
printed circuit board (PCB) track with only a few
surface mounted device (SMD) components
and randomly orientated 150um diamonds
(Adamas Nanotechnologies). Additionally the
specific shifts of the zero field splitting (ZFS)
could be used to track the temperature of the
PCB track. The DC current can be measured
directly or used after calibration to bias an ex-
ternal magnetic field. The use of standard com-
ponents and randomly oriented diamonds
makes the setup cost effective and mechanical-
ly simple to assemble compared to other sens-
ing setups [1][2].

Description of the New Method or System

The proposed system is based on a two layer
18 um copper thickness, 0.5 mm FR4 PCB. For
coupling MW into the DC current track coupling
capacitor C1 is used (Fig. 1). Inductors L1 and
L2 (also L3 and L4) together with the respective
filter capacities Cf build a LC filter with a theo-

retical corner frequency of 1.5MHz. In the area
where DC current and MW are combined five
diamonds are applied across the trace (Fig. 1).
The diamonds have a diameter of about 150 um
and a NV-Center concentration of approx. 2.5-
3ppm. This results in a bright fluorescence.

GND

GND

Fig. 1 Schematic of Bias Tee. The sensing area is
located at the track where MW and DC Current are
combined. Five diamonds are applied to the PCB
track in the sensing area to investigate the properties
of the setup. DC current direction is changeable.

Diamonds are excited with a 520nm Laser di-
ode focused onto the diamond by a microscope
objective. The fluorescence beam is split by a
dichroic mirror and detected with photodiode.
The MW is provided by a Rohde & Schwarz
SMBV100B and continuously amplitude modu-
lated with a frequency of 5kHz to improve sig-
nal to noise ratio [3] using a lock in amplifier
(Zurich Instruments MFLI). The temperature is
tracked by an FLIR E40 infrared camera.

Results

As shown in Fig. 2 it is possible to shift the res-
onance frequencies of the NV center with rising
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currents. As mentioned, the diamonds are not
aligned, which leads to significantly different
spectra (Fig. 2a). With the well know physics of
the NV ground state and the geometric proper-
ties of the diamond lattice [4], the total magnetic
magnitude can be estimated from the eight,
partially overlaid, resonance frequencies in the
ODMR spectrum. The results are shown in Fig
2c.
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Fig. 2a) Exemplary spectra measured at 8A and 4A
DC current on all five diamonds D1 to D5. Shifts in
the ZFS between different current values (dotted
line). b) 2D COMSOL simulation of 8A DC current
with combined MW excitation of 10dBm c¢) measured
and simulated magnetic field from all five diamonds
over a current range from 0A to 8A.

The magnitude increases in the diamonds at
the outer edges which follows the theoretical
simulation (Fig. 2b). However, measurement
results and simulation for D1 and D5 differ on
average by 8.8 %. For D3 by 46.3 % and for D2
and D4 even by 56.2%. Nevertheless through
the linear dependence between magnitude and

DOI 10.5162/SMSI2023/A7.4

current on every diamond it is shown that a
current sensor could be easily calibrated.
Furthermore one can see a shift in the ZFS on
higher current values (Fig 2a — dotted line) and
therefor higher temperatures [5]. Due to the
small cross-section of the PCB trace, high tem-
peratures are reached. These do not affect the
linear behavior of the measured field in the
present measurements. Current and tempera-
ture measurement can therefore be performed
simultaneously and independent.

Temperature [K]

D [MHz]

Fig. 3 Temperature Values calculated from D =fzrsoa-
fzrs of every diamond.

By a reference measurement a polynomial
function is fit to calculate the current tempera-
ture directly from D =fzrs-fzrsoa (Fig 3), where at
297.05K the ZFS frequency at 0Afzrsoa is
measured as 2869.8 MHz.

The results show a cost effective and scalable
way to use randomly orientated diamonds with
NV centers in a quantum sensor application.
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Summary:

Chemo/biosensing with optical fibres has played an important role since the 1980s mainly thanks to
their invasive capabilities and unique performance that have allowed measurements inside the human
body otherwise impracticable. Optical fibre-based platforms for biosensing have been also proposed,
by exploiting the refractive index (RI) changes induced on chemical/biochemical recognition layers de-
posited on fibre surface. Long period gratings (LPGs) and lossy mode resonance (LMR) are among the
two most interesting approaches, being characterized by high sensitivity to external RI changes.

Keywords: Optical fibre sensor, bile, pH, long period gratings, lossy mode resonance

Introduction

One of the first invasive optical fibre chemical
sensor was a sensor for blood pH developed by
Peterson in 1980 [1]. Since then many examples
of invasive optical fibre sensors have been de-
scribed for the measurement of chemical and bi-
ochemical parameters. But optical fibres are also
being proposed in the last years as essential el-
ements for label-free biosensing by exploiting
the changes of refractive index (RI) induced by
chemical interaction within a recognition layer
deposited on the optical fibres, obtaining compa-
rable performances if not higher than those
based on surface plasmon resonance.

Invasive optical fibre sensors

In gastroesophageal apparatus optical fibres
have been used to monitor refluxes by measur-
ing bile and pH [2].

The bile presence is measured by measuring the
absorption of bilirubin, the main biliary pigment,
which is characterized by a strong absorption
spectrum in the blue region. The sensor utilizes
two light emitting diodes, as sources (A=465 nm
and A =570 nm for the signal and the reference,
respectively) and an optical fibre bundle of 250
um plastic fibres to transport the light from the
sources to the probe and back to the photode-
tector; the probe is a miniaturised spectrophoto-
metric cell of 3 mm external diameter (Fig.1).

. Jate
o iUl

Fig. 1. The optical fibre probe for the bile detection.

Bilitec2000 is the industrialised version of the
bile sensor available on the market, produced by
Cecchi srl and distributed by Medtronic up to
2007 and now by EBNeuro.

As for detection of gastroesophageal pH, the
main hindrance to the development of an optical
sensor has been the wide pH range of clinical in-
terest (1.0-8.0 pH units). The first attempts in-
volved the simultaneous use of two pH indica-
tors, being each of them generally able to cover
2-3 pH units. Methyl red was shown to be able to
cover the whole range after its covalent immobi-
lization on controlled pore glasses [2]. On this
basis an optical fibre probe was developed im-
mobilizing the CPGs with methyl red at the distal
end of 500 ym plastic fibres (Fig.2).

plastic optical plastic reflector

fibres

3.5mm

indicator on CPG
Fig. 2. The optical fibre probe for the pH detection.

The possibility of combining pH and bile meas-
urement using a single fibre catheter is actually
under study by reducing the dimension of the fi-
bres for pH detection to 250 ym and integrating
them in the same tubing containing the fibres for
bile detection. A clinical study is starting with the
first measurements on patients.

Besides bile and pH, pressure is the other es-
sential parameter to perform exhaustive diagno-
sis in gastroesophageal reflux pathologies. An
all-optical device was developed for their simul-
taneous measurement within the European pro-
ject OPTIMO (http://www.optimo-project.eu) and
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makes use of a catheter where plastic optical fi-
bres (POFs) for bile and pH measurement and a
glass fibre for pressure measurement are inte-
grated [3]. The catheter is formed by an elasto-
mer capable to transfer the radial esophageal
pressure in longitudinal strain, extruded on a
glass fibre with 10 fiber Bragg gratings. POFs
are located on the external surface of the elasto-
mer and a polymeric tubing covers the whole
structure which has a diameter of 4 mm. Lateral
windows allows the entrance of esophageal con-
tent for the measurement of bile and pH.

Gastric carbon dioxide (CO:) is another im-
portant parameter in the gastro-esophageal ap-
paratus. Its monitoring can provide essential in-
formation on tissue perfusion, since the stomach
is the first organ in the body affected in cases of
shock and the last to be restored. An optical fibre
sensor using a single 600 um glass fibre termi-
nating with a probe was developed. The sensor
is based on the measurement of the pH change
induced by the CO: diffusion inside the probe,
constituted by a plastic head containing the CO2-
sensitive layer (Fig.3). The sensor was tested on
critically ill patients demonstrating the superiority
of the optical fibre approach with respect to the
traditional one based on gastric tonometry [2].

Fig.3. The pCO: probe (left) with the disassembled
500 um optical fibre (right).

Label-free optical fibre biosensors

Measurements of refractive index in biological
fluids are being used since many years for the
quantitative measurements of analytes, by
means of the use of chemical/biochemical recog-
nition layers deposited on suitable substrates.
LPGs [4] and the generation of LMRs allows
measuring precisely and accurately surface RI
changes [5].

LPGs are characterized by a periodic modulation
of a single-mode optical fiber core and they are
highly sensitive to the RI changes of the medium
surrounding the fiber due to the coupling occur-
ring between the fundamental core mode and
different cladding modes. Any interaction occur-
ring along the sensing region modifies the trans-
mission spectrum and this can be evaluated in
real-time by recording the shift of the LPG reso-
nance wavelengths (Fig.4). Deposition of nano-
metric layers of high Rl materials along the fibre
allows to achieve limit of detection of the order of
ng/mL-1in the IgG/anti-lgG immunoassays [6, 7].
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Fig.4. Schematic illustration of the surface sensing of
biomolecules by an LPG. (from ref 4).

LMR is an optical phenomenon which takes
place when an optical fiber is coated with nm-
thick films with a complex refractive index; under
specific conditions, coupling between fiber
guided modes and guided modes of the thin film
(the so-called lossy modes) occurs, leading to
the formation of attenuation bands in the trans-
mission spectrum. Rl changes in the environ-
ment surrounding gives rise to changes in the
coupling condition which caused shifts of the at-
tenuation bands, which can be detected. As it oc-
curs in LPGs, biosensing is achieved by means
of the deposition of a molecular recognition layer
on the fiber surface, with the shift of the reso-
nance taking place following the interaction of
the investigated analyte with the sensing layer.
With this approach, limit of detections of 100
ng/mL for D-dimer in diluted serum [8] and of 110
pg/ml for tau protein in cerebrospinal fluid [9]
were achieved.
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Summary:

We present a simple method to monitor the oxygen (O2) concentration within food packages based on
a UV resettable colorimetric indicator. The basis is a material combination of the redox color dye
methylene blue (MB) with a titanium dioxide (TiO2) nanopowder and glycerol. The work comprises
different paste approaches suitable for screen printing and discusses the influencing factors to achieve
the desired sensor properties based on investigations in an application-related scenario.

Keywords: Colorimetry, screen-printing, oxygen, food packing, optical gas sensor.

Background, Motivation and Objective

Approximately 12 million tons of food waste are
generated in Germany every year, 52% of them
in private households [1]. According to the Fed-
eral Ministry of Food and Agriculture, a targeted
halving of the food waste in private households
could save six million tons of CO2 equivalents of
greenhouse gas emissions annually. The gen-
eration of waste through discarded food is
therefore not only associated with an immense
economic loss, but also indispensable for the
pursuit of rational climate and resource protec-
tion, which is a social task. Looking at the situa-
tion globally, it is assumed that a total of 1.3
billion tons of the food produced is not used
every year [2]. According to estimates, the re-
sulting total damage amounts to around 2.6
trillion US dollars, which corresponds to around
4% of global gross domestic product [2]. The
food industry must deal with an increasingly
complex, globalized environment of legal regu-
lation and standards. With increasing use of
additives in agriculture and animal husbandry,
the risk of leaving residues in plant or animal
products that are harmful to the health of con-
sumers increases, too. Statistics show that the
cause of 43% of all foodborne infections in
Germany cannot be identified [3]. Increasing
complexity of the value chain and increasing
output per production facility complicate the
traceability in the case of contaminated food.
Furthermore, the distribution process also pos-
es a risk to the quality of the food. Examples for
this are a lack of compliance within the cold
chain or violations of hygiene standards. How-
ever, independent from the multitude of influ-
encing factors food quality could be monitored
with the help of an integrated gas sensor. The

goal of this work is the development of a printa-
ble, colorimetric gas sensor label (O2, H:2S,
amines, etc.), which gives a general description
of the packaging’s gas composition und thus on
the condition of the product (see Fig. 1.).

0:
A
NHas
H2S

X—~7
Food Package

m Read-out by camera

=2 t2

Fig. 1. Scheme of the sensor principle with three
different colorimetric indicators. The integration of the
colorimetric layers into a machine-readable pattern
and the incorporation of a color reference enables an
assessment of the color change that is independent
from the illumination and the camera used.

In the present work the material development
was focused on the example of an Oz indicator.
The shelf life of most packaged foods is affect-
ed by the presence of O2. This gas leads to
oxidation-related spoilage, accelerates the mi-
crobial growth of aerobics microorganisms, and
is therefore excluded or reduced as far as pos-
sible in the protective gas atmosphere. To ex-
tend the shelf life, a reliable monitoring of the
O:2 concentration could contribute to capture the
current state of the goods.

Description of the New Method

Main challenge for the development of an O:
indicator is the presence of Oz in nearly every
environment. Many goods are very sensitive to
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Oz, and the packaging materials used show
different barrier properties as well as a certain
O2 level of the already sealed packaging. The
aim of this work is the development of a colori-
metric indicator for the detection of Oz that al-
lows the time at which the measurement starts
to be determined and that presupposes that
“low” O2 concentrations are negligible over the
planned measurement period. As a part of this
work an approach based on methylene blue
(MB), titanium dioxide (TiO2) and glycerol is
used as gas sensitive material for the detection
of O2. The detection method is based on a pho-
to-induced reduction of the redox dye MB to its
leuco form, which in turn can be oxidized to its
blue condition again by the presence of Oz [4].
This method allows the sensor to be handled in
an Oz environment. Packed with the goods in a
protective gas atmosphere, the measurement
can be stated by resetting the gas sensitive
layer with UV light. After the reset, the package
is covered with a UV blocking foil to avoid a
reverse reaction of the gas sensitive material
through the given lighting conditions. For the
manufacture of the gas sensitive layer different
paste approaches were pursued. For the manu-
facturing of the paste, MB (indicator grade,
Roth) and TiO2 nanopowder (AEROXIDE TiO2
P25, Evonik) were wet grinded in a planetary
ball mill (PM 100, Retsch) using different sol-
vents for the respective paste approach. Addi-
tives (defoamer, dispersant and thixotropic
agent) were added to support the milling pro-
cess to form a homogeneous paste structure on
the one hand and to support the printing pro-
cess on the other. Finally, glycerol (=99.5%,
Sigma-Aldrich) was added to the raw disper-
sion. To characterize the printability of the
pastes, measurements were performed using a
rotational rheometer (KINEXUS lab+, Netzsch)
to determine the viscosity and the thixotropy of
the pastes. A printing process was developed
on a precision screen-printing machine (Thieme
Lab 1000, Thieme GmbH & Co. KG) using a
120-30 PE mesh for the prints. Fig. 2 shows a
1-layer print by the example of a paste ap-
proach based on propylene glycol. The printed
sensor layers were characterized by UV/Vis
spectroscopy and in-situ readout station, which
allows to analyze the color change via RGB
values recorded with a camera. The in-situ
readout station enables the indicators to be
measured in a real-world perspective from 5 °C
and is, in addition, coupled with a mass spec-
trometer to define the exact Oz entry into the
measurement chamber used to simulate food-
packaging. Fig. 3 shows the sensor response of
the exemplary selected layer towards 20% O:2
measured by UV/Vis spectroscopy. The respec-
tive camera images can be seen in Fig. 4.
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Fig. 2.
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Fig. 3. Change in spectrum of the O:2 sensitive
layer under the influence of 20% O: for 1 hour at
room temperature and a relative humidity of 40%.
Recording of the spectrum every 5 minutes.

Fig. 4. Screen-printed sensor layer at ambient
condition (1), after rest with UV light under N2 (2) and
after exposure to 20% O: for one hour (3).

Results

Within this work we developed and character-
ized colorimetric sensor layers for the detection
of O2 in food packages over a defined period
(~weeks). For the manufacture of the sensors,
different screen-printing pastes were developed
and characterized with respect to printability,
sensitivity towards Oz, possible interfering gas-
es and the influence of relative humidity.
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Summary:

The measurement of pH with ion-sensitive field-effect transistors (ISFETs) as a half-cell, in combina-
tion with a silver/silver chloride reference electrode as a second half-cell, is state of the art. Here we
present an integration technology that allows for the fabrication of an ISFET with a solid-state refer-
ence element (REFET) on one chip, while permitting connectivity to IC-CMOS technology.

Keywords: ISFET, REFET, pH-Measurement, CMOS integration, solid-state reference electrode,

counter electrode

Background, Motivation and Objective

The pH-ISFET has been in use for many years,
and the device is an alternative measuring
probe to the conventional glass electrode. Un-
like the glass electrode, the pH-ISFET has no
internal buffer solution and its output imped-
ance is about 5 kQ rather than more than 100
kQ for the glass electrode, with the lower im-
pedance being more favorable from a meas-
urement standpoint. In order to reliably meas-
ure pH in an aqueous ionic solution with an
ISFET, a reference electrode is typically re-
quired for providing the reference potential.
However, typical reference electrodes have an
internal electrolyte, the constituents of which
can diffuse into the solution to be measured.
Diffusion also means a change in the concen-
tration-defined reference potential and contami-
nation of the measured solution. Thus, for a
solid-state pH sensor, a pure solid-state refer-
ence electrode as a field-effect transistor, or
REFET, would be an improvement. However, to
compensate for the low impedance of the refer-
ence electrode to the measured solution, a
counter electrode is also required, where the
potential difference of the ISFET with respect to
the REFET is used to determine the pH. The
measurement thus requires that the ISFET and
the REFET be electrically isolated from each
other.

Description of the New Method or System

For an efficient sensor design, everything
should be integrated on one chip along with the
measurement electronics. Here, the p-channel
FETs, ISFET and REFET, are fabricated sepa-
rately in 2 n-wells in a p-EPI-Si wafer, with the
EPI layer on a highly doped p-Si substrate.

Thus, the two FETs are electrically separated,
where this structure corresponds to that of
CMOS technology. In the first stage of devel-
opment, normal pH-ISFETs are implemented in
the new environment and their metrological
effects are characterized. For an optimal ISFET
topology having a good wetting of the measur-
ing solution with the ISFET surface, the LOCOS
technology was chosen. Fig. 1 shows the basic
vertical structure and topology of an n-well
ISFET and a substrate contact.

I:l GOX EEH FOX - Barrier - Metal 1 - Sipt+ |:| p-EPLSi - Sin - Sint+
|:| Si n-Well |:| Sensing Layer

Fig. 1 ISFET cross-section. Not to scale.

Fig. 2 shows microscope images of an n-well
ISFET and ISFET plus REFET on one chip.
The sensing layer was deposited according to
Wong et al. [1].

Fig. 2: Microscope images of sensor chips left:
ISFET and right: Integrated ISFET + REFET (cur-
rently not functionable)
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Fabrication sequence:

1. Adjustment mark/implantations n-, n++,
n (well, well contact, inversion-stopper,
guard)
LOCOS (LP nitride hard mask)
Implantation p++ (source, drain)
GOX/Sensor layer/Annealing
Lithography/RIE
Contact free etch-
ing/lithography/metal/lithography/RIE
Forming gas/electrical characterization

oakwN

N

Results

The ISFETs were equally distributed over a 200
mm wafer. After sawing the wafer, the ISFETs
were bonded to ceramic boards, wire bonded
and encapsulated. Transfer curves were then
measured in pH 7.00 £ 0.02 buffer solution (Na-
K-phosphate) at 25.0 °C, where these curves
are shown in Fig. 3. It can be seen that all 30
curves overlay each other very closely, and
there is an excellent good homogeneity over
the wafer. This means that a very low scattering
of the operating point is to be expected.
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Fig. 3 Transfer curves of 30 ISFETs evenly distribut-
ed across a 200 mm wafer.

Fig. 4 shows the Ues signal curve after switch-
ing on at 25 °C and pH 7. The ISFET needs
about 30 min until its measuring accuracy

DOI 10.5162/SMSI2023/B1.3

reaches +0.02 pH, after which drift occurs. The
drift value is determined by filling a new buffer
solution into the measuring cell after about 16
h. The operating point of the ISFET was roughly
at its isothermal point. The ISFET parameters
and the drift values are in Tab. 1.

-1.817
e Settling Time and Drift in pH 7 Buffer at 25 °C
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1829 |
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Fig. 4: Operating point drift of an ISFET over time,
with the pH buffer replaced at the end of the meas-
urement.

Tab. 1: ISFET operating point parameters, the set-
tling time and the drift value.

PalrizEe-’:-ers Parameter Values
Ubs -0.95V
Ips -260 pA
Ues -1.822V
T 25°C
pH 7

Settling time to

+0.02 pH 30 min

Drift 75 uVvih
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Summary

A simple, reusable and sensitive electrochemical sensor based on silver nanoparticles modified gold
screen-printed electrode has been developed for the detection of nitrate in water for animal feed. The
sensor exhibited a wide linear response to nitrate from 50 uM to 10000 uM with a detection limit of 4.38
MM (N=4) which is significantly lower than the maximum contaminant level admitted for watering dairy
cattle (3.22X10% pM), and within the sensor linear range. The sensor presented good reproducibility
(<10%) and repeatability (2%) as well as selectivity with respect to common interferents found in water.

Keywords: Nitrate; Silver Nanoparticles; Electrochemical sensor; Water monitoring

Introduction

Nitrate (NOs") is widely found in water, resulting
mainly from the usage of agricultural fertilizers
and the discharge of untreated wastewater from
human activities [1]. However, high levels of ni-
trate can cause serious harms for both aquatic
ecosystems and human health [2]. According to
regulation EC 183/2005 of the EU [3], the maxi-
mum admitted value of nitrate for watering dairy
cattle is of 3.22X10% uM. Therefore, there is
great interest in developing fast, accurate and
portable sensing devices for the determination of
nitrate in the field, where electrochemical sen-
sors are one of the most promising. The modifi-
cation of the surfaces of such sensors with na-
nomaterials can enhance the sensitivity of those
devices, as several have already been reported
[4]. However, the pretreatments, preparation and
modifications of such sensors in the reported
studies are complex and time-consuming. In the
present work, a simple, reusable and sensitive
electrochemical sensor for nitrate detection con-
sisting of silver nanoparticles (AgNPs) modified
gold screen-printed electrode (AuSPE) has been
developed. The optimal electrodeposition time of
AgNPs has been determined to obtain the high-
est sensing performances. The electrochemical
behavioor of the modified electrode was investi-
gated by Square Wave Voltammetry (SWV). Fi-
nally, the selectivity with respect to common in-
terferents in water was demonstrated.

Experimental

Potassium nitrate (KNOs), silver nitrate (AgNO3s)
and sodium chloride (NaCl) were purchased
from Sigma Aldrich. Stock solution of nitrate and

interferents were dissolved in NaCl solution (0.6
M). AgNOs (3.5 mM) dissolved in KNOs electro-
lyte solution (100mM). Cleaned AuSPEs have
been conditioned in H2SO4 solution (10 mM) by
cyclic voltammetry (CV) between 0 V and 1.5V
at 100 mVs™'. Next, the electrode modification
was achieved by the electrodeposition of silver
onto AuUuSPE using the chronoamperometry
method at —0.2 V, at controlled time. Thus, t=7s
was selected as the optimum time in order to
maximise the sensitivity for the determination of
nitrate. SWV measurements were carried out at
the pulse amplitude of 60 mV with a frequency of
100 Hz. The potential varied from 0.0 V to -1.4
V. Figure 1 shows the fabrication process of the
proposed NOs~ sensor. According to the refer-
ences, the modification of gold electrodes with
AgNPs can lead to the formation of a catalyst
that can be used for the selective electrochemi-
cal reduction of NOs~ to NO2~ according to the
following reaction [5]:

NOs™+2H*+2e"—>NO2"+H20 (1)

Electrodeposition of Presence of NOy

Bare AuSPE AgNPs

AGNPs/AuSPE

NO;™ reduction

Fig. 1. Schematic illustration of the fabrication pro-
cess and the detection mechanism of the proposed ni-
trate (NO3-) sensor.

Results and discussion

The surface of the modified electrode was char-
acterised by Scanning Electron Microscopy
(SEM) (Fig. 2). Fig. 2a shows the SEM image,
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where the AgNPs deposition was confirmed. The
homogeneous distribution of AgNPs (blue color)
on the electrode surface is reported in the EDX
mapping in Fig. 2b.

Fig. 2. SEM micrograph (a) and mapping analysis
(b) of the AgNPs deposited on the AuSPE electrode
surface.

Then, the sensor was characterized by SWV. A
significant change of the current value was noted
after the modification of the bare electrode with
the AgNPs, confirming the surface modification.
The influence of scan rate on the reduction of the
nitrate was studied by CV (results not shown),
indicating that the reduction was controlled by
diffusion processes. The electroanalytical deter-
mination of NOs~ using the AgNPs/AuSPE was
performed by SWV. The electrochemical curves
obtained for varying NOs~ concentrations are
shown in Fig. 3. The calibration plot constructed
from the obtained SWV response, illustrated in
inset of Fig. 3, shows a wide linear range from
50 to 10000 uM. The calculated detection limit
was 4.38 uM (N=4). NaCl electrolyte solution
(pH= 7) was used which can provide the oppor-
tunity to directly detect nitrate in real water sam-
ples without the need to change the electrolyte
pH and without interfering with the sensor’s per-
formance. Few reported sensors have been de-
veloped for nitrate reduction reaction within neu-
tral pH, indeed acidic electrolyte has been used
in most cases to obtain better sensitivity. The rel-
ative standard deviation (RSD) found for the
measurement of 400 yM, 1500 yuM and 10000
MM of NOs™ at four different electrodes, prepared
in the same way, was 8.6 %, 5.6% and 5.2% re-
spectively, showing good reproducibility. The re-
peatability (N= 10) of the sensor was success-
fully carried out obtaining an RSD of 2.0 %. The
selectivity of the sensor towards NO3~ was inves-
tigated in the presence of the most common in-
terfering compounds (Ca?*, K*, NO2-, HCOs",
CHsCOO- and Mg?*) at concentrations 10-fold
higher than of NOs™. None of the interferents ex-
hibited a significant change in the NOs™ re-
sponse.
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Fig. 3.  SWV of different concentration of NO3~ from
50 uM to 10000 uM at AGQNPs/AuSPE in NaCl (0.6M,).
Inset: corresponding calibration curve.

Conclusion

A simple, reusable and sensitive electrochemical
sensor for NOs~ based on AgNPs has been de-
veloped. Important performances such as a low
detection limit of 4.38 yM (N=4), wide detection
range from 50 yM to 10000 uM and excellent se-
lectivity of the developed sensor were achieved.
This could be very promising for the detection of
NOs™ in real water samples.
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A universally applicable condition monitoring system for
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Summary:

A compact universal Condition-Monitoring-System for predictive maintenance and efficiency evalua-
tion has been developed for monitoring low-voltage motors. The analysis for edge processing of glass
sheets showed energy savings of up to 50 % and machine utilization of 30 %. This enabled unfavora-
ble processes to be identified and improvement procedures to be initiated.

Keywords: Electric drives, Condition-Monitoring-System, Energy saving, Efficiency evaluation, Ma-

chine utilization

Motivation

As announced by the Federal Environment
Agency in various publications, electric drives in
industry and manufacturing consume almost
two-fifths of all electricity in Germany. At the
same time, this shows the great potential for
savings in electric drives and driven units for
pumps, fans, or ventilators, for example, as well
as all types of conveyor technology. For driven
pumps alone, the potential energy savings are
estimated at five billion kilowatt hours [1]. A
similar conclusion was reached by the German
Association for Electrical, Electronic & Infor-
mation Technologies (VDE) in its 2008 study
"Efficiency and Savings Potentials of Electrical
Energy in Germany," which shows the pro-
spects and need for action up to the year 2025.
The study showed that the key role in energy
savings will be played by electric motors. The
consumption focus here is seen in three-phase
motors in the power range from 0.75 kW to
40 kW (related to electric drives of pumps, fans,
and ventilators), as these have the greatest
number of operating hours per year [2]. At the
same time, in addition to energy saving, the
maintenance of electric drives and driven units
is of crucial importance, since sudden failures
can have serious consequences for safety as
well as high costs for repair or production down-
time [3, 4]. Maintenance is based on permanent
condition monitoring of electric drives [5, 6]. A
universally applicable condition monitoring sys-
tem was implemented for comprehensive moni-
toring of uncontrolled electric drives, which co-
vers the two criteria of condition monitoring and
efficiency evaluation. In this paper, the main
focus will be on efficiency evaluation based on

the energy data. This results from the compari-
son of the specified motor characteristics and
the actual measured active power. The condi-
tion monitoring part was explained in [7].

Condition-Monitoring-System

The purpose of the Condition-Monitoring-
System is the continuous monitoring of uncon-
trolled drives. For this purpose, the motor moni-
toring module is to be mounted on the terminal
box of the drive. The recorded data is made
available to the various user groups with the
appropriate access rights via a gateway or a
cloud (see Fig 1). The electrical contact of the
motor monitoring module is made via the termi-
nal board of the uncontrolled drive. The motor
monitoring module consists of a measurement
board and a communication board, which are
connected to each other via plug contacts
(sandwich construction). The measurement
board contains the power supply for the module
as well as all individual controllers and sensors
for the acquisition of the electrical measured
variables, the temperature (PT1000), and the
acceleration (KX122). The individually acquired
data is collected on a microcontroller and
transmitted to the communication board. The
W-LAN chip implemented on it transmits the
data to a gateway or to a cloud.

Power determination

An energy measuring chip (power meter), which
operates according to the Aron circuit [8], is
used to record the energy data. Here, only two-
phase voltages and two-phase currents are
measured in a three-phase system to determine
the power of the drive. The voltage is deter-
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mined directly and the current indirectly via two
Rogowski coils. The two Rogowski coils used
are induction coils in which a conductor wire is
uniformly wound around a non-ferromagnetic
core. The limiting factors of this measuring prin-
ciple are the measuring range of the coils,
which in the case shown is 40 kW, and the wire
cross-section of the motor's connecting cable.
The accuracy of the power determination is
5 %.

CONDITION-MONITORING-SYSTEM

detailed view
terminal box

Electric drive with
motor monitoring
module

Gateway /
Inhouse solution

2 ix@i

Motor Business
management

Maintenance, Energy
management, etc.

L o o e s o —— — — — ——— — — ————— — ——— — - o
Fig. 1. Functional principle of the Condition-
Monitoring-System.

Pilot study

For the pilot study, a machine for edge pro-
cessing of glass sheets was equipped with the
Condition-Monitoring-System. The aim was to
determine the efficiency of the motor
(Pmech = 3 kW), the actual processing time per
work piece and the utilization of the machine.

Results

The energy analysis showed a motor idle power
of 0.2 kW, an average active power in the tool
engagement of 1.2 kW and a max. active power
of 1.7 kW. Thus, an energy saving of 50 % can
be achieved by using a smaller motor (e.g.,
1.5 kW motor). With regard to the processing
time, it could be determined that the glass
sheets to be produced most frequently are pro-
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cessed between 13s and 29s. With this
knowledge, conclusions can be drawn about
the glass sheet sizes and considered in invest-
ment activities. The actual machine utilization
was 30 %. Based on these findings, the periph-
eral processes were analyzed, unfavorable
processes were identified and improvement
measures were initiated.

Outlook

In the future, the Condition-Monitoring-System
will also focus on controlled electric drives. Fur-
thermore, the development of Al-based evalua-
tion algorithms will be addressed.
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Summary:

Sensor systems for monitoring lubricated components must provide a high-level of robustness against
various environmental impacts like temperature, humidity, and vibrational load to operate reliably over
a long-term period. Therefore, a lab-to-field development environment was established to mimic the
influence of these factors under controlled laboratory conditions. The sensor-based monitoring of wa-
ter in grease-lubricated axle box bearings on wheelsets for railway application is presented to account
for water content as critical lubricant parameter, as water can damage or even destroy bearings.

Keywords: Humidity sensor, axle box bearing, grease, water content, condition monitoring

Overview and Motivation

A fast and reliable method for evaluating the
suitability of a sensor system for an application
is provided by the technology readiness levels
(TRL) [1]. In the context of this work, suitability
means that the sensor system must be suffi-
ciently robust regarding hardware, i.e., sensor
components must withstand harsh conditions
and environments during operation, as well as
software, ie., easy-to-interpret sensor
signals [1]. For this purpose, laboratory-based
evaluations [2] or laboratory bench tests [3] can
be carried out to simulate the degradation
mechanism(s) in sensor performance. The aim
is a rapid development of the sensor system up
to TRL 5 in the laboratory before field demon-
stration takes place.

For the sensor development, the step from the
laboratory-based validation (TRL 4-5) into the
field demonstration (TRL 6) is most important.
Key to the solution is the transferability of
laboratory results to the field application, which
is implemented using the so-called lab-to-field
approach (see Fig. 1). Applied to sensors, core
element of such an approach is the environ-
ment for sensor development that simulates
relevant field conditions in the research labora-
tory.

In this work, the focus was placed on sensor-
based monitoring of water in grease-lubricated
axle bearings for railway application. This is
because water can lead to corrosion as well as
cavitation and in further consequence, can
stimulate irreparable metal fracture [1]. Thus,
key element of the sensor
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system is the Humidity Sensor in Axle Bearings
(HSAB) mounted in the cover of the latter com-
ponent. In the case of an unwanted penetration
of water into the grease the HSAB system will
give feedback on an increased air humidity
close to the bearing.

TRL 3 TRL 4-5—TRL 6

Proof of concept

Algorithm Field validation
development i PO

] }‘ ‘“‘ﬁ i N

T
HGMFWU il

Close-to-reality
training

in the laboratory

Fig. 1. Lab-to-field approach for the development of

sensor systems with stepwise increase in TRL.

Methodology and Results

After the proof of concept, the HSAB system
was tested for TRL 4 according to the interna-
tional standard IEC 60068-2-38, among others,
in which the sensor system is exposed to
increased, changing climatic loads (see Fig. 2).
As the sensor system remained functional after
this validation test, the test result was “passed”
and thus TRL 4 approved.

For the validation for TRL 5, the sensor system
was assembled via a mounting unit inside the
bearing cover as planned in the field. The entire
system was than equipped onto a shaker and
tested beyond the standard IEC 61373 “Cate-
gory 3 Axle mounted” in which simulated long-
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life and shock tests with increased amplitude of
factor up to 1.7 were carried out.
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Fig. 2. Measurement results following standard
IEC 60068-2-38.

Simultaneously, the entire system was subject-
ed to four relevant climatic conditions at rail
application (see Fig. 3). Both functionality and
mechanical integrity stayed intact, thus the test
result was “passed” and TRL 5 was approved.
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Fig. 3. Setup of mechanical and environmental

testing (right) of HSAB system according to diverse
climatic conditions (left).

In the last step, the HSAB system was demon-
strated in field to achieve TRL 6. Therefore, the
fully assembled system was fixed at the axle
box of an Y25 bogie of a freight wagon. Also, a
reference weather sensor was installed on the
bogie to log weather data. Fig.4 shows the
trend of the recorded sensor signals during a
drive from Salzburg to Graz (Austria). Devia-
tions between the sensor signals are due to the
different positioning of the sensors. As all sen-
sor provided reliable signals with no abnormali-
ties, TRL 6 has been approved.

Salzburg Liefering - Graz Siid - Temperature and Relative Humidity - 14-02-2022

Relative Humidity, RH [%]

Temperature, T [°C]

llmc t]m1n| v
F/g 4. HSAB system in bearing cover (left) and
signals during a drive from Salzburg to Graz (right).

As part of the robustness validation of the
HSAB system, also an algorithm under labora-
tory conditions was developed to correlate the
grease water content and the relative air humid-
ity measured by the HSAB system. This
algorithm was then used to properly calculate
the grease water content throughout the field
test (see Fig. 5) based on sensor signals. As
can be seen, the water content of the grease
remained at acceptable levels (ws < 1000 ppm).
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In addition, dry and wet periods in time are
clearly detected. Therefore, the HSAB
system is considered appropriate and robust to
work under rail vehicle operating conditions,
which makes a valuable contribution to the
reliable and safe operation of freight wagons.
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Fig. 5. Calculated grease water content and rela-
tive humidity of the reference sensor during field test.

Conclusion

The usability of the lab-to-field approach was
demonstrated enabling a rapid development of
the HSAB system up to TRL 5 and keeping the
efforts for field validation at a lower level. The
correlation between grease water content and
relative humidity of the environment confirmed
the applicability of the HSAB. The grease water
content changes due to interaction with the
environment at the shaft seal resulting in ac-
cordingly changes of the climatic conditions
prevailing at the sensors in the bearing cover.
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Summary:

The presented work focuses on the development of RFID sensor tags utilizing external sensor devices
via long cable connections of up to 4 m, which is often needed to overcome spatial restrictions in dif-
ferent machines of industrial processes, due to fully metallic housings or limited space conditions. The
influences of the large distances between sensor element and RFID integrated circuit on the tag of the
RFID sensor system itself are analyzed and practical issues are addressed to enable a measurement
over a long read-out range with a standard UHF reader device.

Keywords: RFID sensor system, UHF reader, wireless measurement, sensor tag, RFID technology

Introduction

Radio frequency identification (RFID) sensor
technology is an upcoming technology that is
more and more applied in many applications
and already implemented in the industrial field,
where process control, health state monitoring
and condition recognition are of main interest.
There are several companies on the market,
like IDENTIV, microsensys, XERAFY and HID
that develop RFID sensor tags. Mainly, the chip
sets of the company ASYGN or AXZON are
employed in existing solutions. While ASYGN
offers an integrated circuit (IC) with a fully inte-
grated sensor front-end circuit, to connect either
external sensor devices to the chip or utilize
internal sensors, the company AXZON targets
solutions with a different approach. They realize
the discretization of the measured quantity by
directly influencing the antenna structure and
analyzing the relative strength signal indicator
(RSSI) value, which can be read-out by their
integrated engine, called CHAMELEON. There-
fore, the antenna structure itself acts as sensing
device, which leads on one hand to a cost re-
duction, but on the other hand offers limited
sensing capabilities with only a few discrete
values. An intense market review revealed that
the commercially available RFID sensor tag
solutions, use different types of chips of the
previously mentioned chip manufacturers, ex-
ploiting only their internally integrated sensor
devices.

In the literature several solutions for sensor
attached RFID systems [1], including optimized
antenna structures for long read-out ranges [2]
are reported, which are even applied in indus-

trial applications [3], but always without long
sensor wires.

Development of the RFID Sensor Tag

In the presented sensor tag the ASYGN chip
AS3212, which includes a fully integrated sen-
sor front-end circuit to attach a Wheatstone
bridge configuration is used. To measure the
temperature at hard-to-reach places, where it is
not possible to install a tag antenna structure or
transmitter antenna due to a metallic environ-
ment, long connection wires between the sen-
sor tag and the sensing element are required.
In this case several issues arise. First, the
overall input resistance of the connected bridge
circuit should be matched to about 1 kQ. Sec-
ondly, the low bridge supply voltage of 1 V must
be considered. Finally, it must be ensured that
the measured value can be correlated to the
real physical quantity, for example temperature.

Beside these boundary conditions, a long cable
within the configuration introduces a non-
negligible inductivity with an effective area that
might induce high voltage peaks, if being ex-
posed to an electromagnetically disturbed envi-
ronment. Additionally, a copper wire itself is
sensitive to any pressure. To overcome this, a
common technique is to twist the supply and
return conductor to the sensor component,
avoiding a wire loop and hence the induction of
any unwanted signal.

Long connection wires also add a not ne-
glectable resistance value, that falsify the
measured temperature with the PT1000. This is
particularly relevant, if the wires are very thin,
like 100 ym in diameter and 4 m long. Thereby,
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due to the twisting of the wires, an additional
length extension of up to 5% can be expected.
This value leads to an absolute error that must
be compensated. Figure 1 shows a commonly
used arrangement that does not offer this pos-
sibility.

- —
R3 R1
Connecting
Wires
— Power
’/II‘ T Supply
2 Wire ~ R2
RTD 3 LY
] - Wheatstone hridge
Sensor Transmitter
Fig. 1.  Common setup of a Wheatstone bridge for

temperature measurements.

To compensate the effect of the long connect-
ing wires, an additional wire with a short circuit
is connected between R3 and its power supply
feeding pin depicted in Figure 2.

[
sensor if

y N element
—
=/
4m /
% *l
Fig. 2. Developed sensor system with RFID chip,

antenna and connected sensor with parallel com-
pensation wire to equalize the resistance value.

Measurement Results

As the AS3212 is a UHF-based RFID chip, the
IC with the attached sensor implemented in the
Wheatston bridge is connected to an antenna
structure. To minimize the component count,
also the matching circuit is realized as a lumped
element structure.

Fig. 3. Temperature measurement with 4 m long
sensor wires. Binary values just represent the volt-
age difference within the bridge configuration.
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As the sensor circuitry represents an additional
load to the chip, also the matching circuitry is
affected. A detuning increases the power con-
sumption by additionally reducing the read-out
range. Therefore, this load scenario must be
considered. Figure 3 depicts a typical tempera-
ture measurement result, achieved by heating
up the sensor with a hot air gun up to +100°C.

The read-out over a range of up to 2 m is per-
formed with a Impinj Speedway R420 reader
unit, connected to a 11 dBi antenna of Kathrein.

Conclusion and Outlook

The presented work describes the setup of a
UHF RFID sensor tag, that is capable to be
connected to external sensor elements with
long wires and therefore enables the possibility
to read out temperature values wirelessly, even
if the measurement point of interest is hardly
accessible. Although the wiring introduces a
high resistive load to the RFID chip, by optimiz-
ing the matching circuitry wireless read-out
ranges of up to 2 m could be achieved.

These promising results, show the great poten-
tial of such a UHF RFID sensor system to be
used in many types of industrial applications,
where no appropriate solution exist. Neverthe-
less, further improvements and optimizations
regarding the matching must be performed to
enhance the read-out range and additionally
investigations in the system performance for
different sensor wire lengths might be useful, to
be able to offer solutions for any kind of prob-
lems in the industrial environment in the future.
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Summary:

In this contribution, we propose an energy-autonomous wireless sensor node for monitoring wind tur-
bine blades. To allow a placement of the sensor node on the leading edge of the wind turbine blade
with minimal influence to its performance, the electronics have to be ultra-thin and mechanically flexi-
ble. The concept of the sensor system is presented with a main focus on the eigenfrequency analysis
of the rotor blade based on MEMS accelerometers. The sensor system is demonstrated on a small-

scale wind turbine blade with a length of 1.07 m.

Keywords: wireless sensor node, energy-autonomous, eigenfrequency analysis, predictive mainte-

nance, wind turbine monitoring, MEMS accelerometer

Motivation

Wind turbines are exposed to harsh environ-
mental conditions, which have a particularly
strong impact on their rotor blades. In order to
be able to determine the present state and pre-
dict aging effects, it is of great interest to ac-
quire local measurement data on the rotor
blade itself. This can contribute to a safe opera-
tion of wind turbines after its intended life span
and reduce safety downtimes. For this, the
monitoring of ice layer thickness and the detec-
tion of mechanical peak loads due to impacts
for example of birds, bats, ice shedding or wind
gusts will be investigated. For this purpose, an
energy-autonomous, ultra-thin and flexible wire-
less sensor system is required to be retrofit-
table.

In the following, we present the concept of a
wireless sensor node. Furthermore, an eigen-
frequency analysis is implemented and evalu-
ated on a test setup to subsequently estimate
the power consumption for energy-autonomous
operation.

Concept of the Wireless Sensor Node

Eigenfrequencies are affected by alterations in
geometry and material parameters and can,
therefore, be exploited to detect faults in rotor
blades. The eigenfrequencies can be obtained
by a spectral analysis of the rotor blades vibra-
tion measured with MEMS accelerometers [1].

Modern MEMS accelerometers provide ultra-
low-power operation modes with high sampling
rates for spectral measurements or for continu-
ously detecting mechanical impacts. Here, we
implemented a continuous impact detection (ID)
with a wake-up at a threshold of 30 g to detect
randomly occurring mechanical peak loads with
the accelerometer Analog Devices ADXL273
featuring a measurement range of up to 200 g.
A vibration signal is obtained by the accelerom-
eter Bosch Sensortec BMA400 with optimized
resolution in the measurement range of 16 g
either at scheduled intervals or after an impact
is detected. The vibration signal is read out
from the accelerometers memory into a micro-
controller (uC) and is further processed accord-
ing to Fig. 1. The eigenfrequencies are extract-
ed and transmitted (Tx peaks) with an integrat-
ed 2.4 GHz radio transceiver.

Vibration Amplitude
signal spectrum
z(t) | X, K]

¥
LP CLP Ty (T Xoulk
—\93 (tg o z ['fﬂ/\ [ JDFT (%]

Lowpass Analog/digital Hanning FFT Complex
filtering  conversion window magnitude
Fig. 1. Block diagram of the spectral analysis.

The first five obtained eigenfrequencies are
transmitted to a base station. Thereby, long-
term changes for a predictive maintenance
database can be acquired. The used microcon-
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troller Nordic nRF52840 is mostly operated in a
sleep mode with a real time clock (RTC) for
scheduled tasks. A prototype of the sensor
node was fabricated on a 0.6 mm thick FR4
substrate shown in Fig. 2. A subsequent sensor
node will be integrated on a flexible printed
circuit board with a 200 um polyimide substrate
together with a low-profile battery and energy
harvester resulting in a total thickness of less
than 1.3 mm.

Fig. 2.  Picture of the wireless sensor node.

Demonstration on a Small-Scale Rotor Blade

The eigenfrequencies of a small-scale rotor
blade were determined by the wireless sensor
node and evaluated with a scanning laser Dop-
pler viborometer. The 1.07 m long rotor blade is
composed of a glass fiber reinforced polymer
procured from /staBreeze®.
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Fig. 3. Measurement results of the scanning laser
Doppler vibrometer: (a) Average amplitude spectrum
of the entire rotor blade. (b) Graphical representation
of the third flap-wise mode at 68.83 Hz.

The statically fixed rotor blade was excited at
the bottom side with a mechanical impulse
generated by an electrodynamic shaker with an
attached force sensor at the hammer tip. With
this setup, almost solely flap-wise modes have
been excited. The sensor node was positioned
at the tip of the rotor blade, with the further ana-
lyzed acceleration axis, facing out of the flat
side of the rotor blade.

Tab. 1: Accuracy of the eigenfrequency analysis of
the first three flap-wise modes.

Flap-wise Vibrometer: Sensor Node:
mode Frequency in Hz Frequency in Hz
st 8.44 +0.08 8.6+0.2
2nd 28.83+0.08 29.0+0.2
3 70.00 £ 0.16 69.9+0.2
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Results

Based on the coherently scanned surface of the
rotor blade with the laser Doppler vibrometer,
the eigenmodes can be visually determined
with an exemplary of the third flap-wise mode
given in Fig. 3 (b). The corresponding eigenfre-
quencies can be matched to the averaged
spectrum of all points in the scanned area in
Fig. 3 (a) and the spectrum obtained by the
wireless sensor node in Fig. 4 (b).
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Fig. 4. Measurement result of the wireless sensor
node: (a) Vibration signal in the time domain before
applying a Hanning window. (b) Vibration signal in
the frequency domain.

In Fig. 4 (a), measurements of an excitation
impulse can be seen with an exponentially de-
caying amplitude in the time domain measured
with 800 Hz. A fast Fourier transform (FFT) is
exploited with 4096 samples to obtain the ei-
genfrequency analysis (EFA) in Fig. 4 (b). The
eigenfrequencies of the first three flap-wise
modes are averaged over 30 measurements
and listed in Tab. 1.

Tab. 2: Current consumption of the sensor node at
an operating voltage of 1.8 V.

Tasks Current in pA Duration in ms
ID & RTC 53+0.7 -
uC & EFA 6520 + 783 5119.00 + 0.02
Tx peaks 7520 + 903 0.62 +0.02

With the averaged current consumptions of the
described tasks listed in Tab. 2, the applicability
of the MEMS sensor for continuous impact de-
tection for an energy-autonomous sensor node
is shown and an estimation of measurement
and transmission intervals for future work can
be derived.
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Summary:

The emission of methane (CH4), a potent greenhouse gas (GHG), into the atmosphere is one of the
causes of global warming and climate change. To address these challenges, we must continue to reduce
CHas emissions, which ultimately require miniaturised low-power sensor systems with better precision
for monitoring, reporting, and validation of CH4 levels. In this respect, the use of triphenylene-based
metal-organic frameworks (TP-MOFs), as sensing materials, to detect CH4 is described here. Thanks
to their high surface area and porosity, TP-MOFs detect low CH4 levels at room temperature.

Keywords: nanomaterials, MOFs, gas sensors, electrical response, GHGs

Background, Motivation and Objective

Over the last several years, climate change and
global warming have been a major concern and
are considered to be one of the greatest global
threats. Increasing human actions has led to a
rapid increase in GHGs emissions, particularly
CHa4 and carbon dioxide (COz), into the Earth's
atmosphere, which has resulted in a gradual
warming of the atmosphere [1]. Notably, CH4 is
a potentially explosive gas and it has more than
84 times the warming power of COz [2]. As a re-
sult, it is highly responsible for global warming.
Therefore, measuring and reliably quantifying
CHa4 emissions into the environment is a top pri-
ority for tackling the climate change. In this re-
spect, detecting and monitoring CHs is the first
step in seeking a solution for managing and re-
ducing its concentration in the Earth's atmos-
phere. In order to meet this demand, substantial
research into new materials-based highly sensi-
tive and low-cost gas sensor systems for detect-
ing CH4 is underway [1-2]. For this, chemiresis-
tive gas sensors are very attractive because they
are cost-effective, easy to manufacture, simple
to operate, and show response towards various
gases. These chemiresistive sensor devices are
mostly made from metal oxides, whose proper-
ties have been achieved through intensive re-
search on micro- and -nanofabrication of the ma-
terials [3]. However, despite considerable ef-
forts, these sensors are still suffering from the
drawbacks of poor selectivity, stability, and
higher working temperatures. These problems of

chemiresistive sensors can be circumvented by
replacing metal oxides with advanced MOFs as
gas sensing materials. Basically, MOFs are crys-
talline materials consisting of metal nodes and
organic linkers that form a rigid cage-like struc-
ture with an extremely high surface area and po-
rosity that makes MOFs an ideal candidate for
gas detection, since chemiresistive sensors
highly rely on surface reactions [3]. Thus, the
main objective of present study is to detect low
CHs levels using advanced TP-MOFs as detec-
tion materials.

Here we used a prominent group of TP-
MOFs, which can be chemically altered either
with hydroxyl or amino or thiol ligating groups.
We targeted the series containing hexahydroxy-
triphenylene (HHTP) as an organic ligand and
Cu?* or Ni?* as metal-ions. We demonstrate that
Cu- or Ni-HHTP-based MOFs can be used as
sensing materials for detecting low levels of CH4
at room temperature.

Experimental details

During Cu-HHTP MOF synthesis, suitable
amounts of HHTP-ligand and Cu-acetate were
mixed in 2 ml of distilled water and sonicated for
10 min. Subsequently, 0.15 ml of dimethylforma-
mide was added into the above mixture and soni-
cated for another 10 min., after which it was kept
in an oven at 80 °C for 6 hrs. After the reaction,
the powder product was collected by centrifuga-
tion and washed several times with distilled wa-
ter and ethanol and dried. Similar conditions
were applied to the synthesis of Ni-HHTP MOF
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with Ni-acetate as metal salt [4]. The chemical
structure of Cu/Ni-HHTP MOF is shown in Fig. 1.
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Fig. 1. Chemical structure of Cu/Ni-HHTP MOF.

Gas sensing results

Gas sensing studies on Cu/Ni-HHTP MOFs were
conducted, using dynamic gas measurement
setup, towards different concentrations of CHs at
room temperature. The electrical resistance
change of Cu/Ni-HHTP MOFs upon CHa interac-
tion was recorded and plotted over time. For
electrical resistance measurement, chips with in-
terdigited electrodes (90 pairs of Au-electrodes)
were used. For sensor fabrication, a small
amount of Cu/Ni-HHTP powders were dispersed
into the distilled water and sonicated for 20
minutes. Afterwards, 10 pl (=1 drop) of the sus-
pension was drop-casted onto the interdigited
chips and dried, before being used as sensing
element. During gas sensing measurements,
prior to CH4 injection, Cu/Ni-HHTP sensors were
stabilized for 2 hrs in dry synthetic air. A sensor
response was calculated as: Response=[|Ra-
Rg¢|/Ra]*100, where, Ra and Ry are the re-
sistances of Cu/Ni-HHTP sensors in air and CH4
gas, respectively. Fig. 2 shows the response of
Cu- and Ni-HHTP sensors to various CHs con-
centrations at room temperature, wherein re-
sistance values of both the sensors found to be
increased upon CHg4 interaction, with complete
recovery kinetics. A higher response was ob-
served for the Cu-HHTP sensor relative to the
Ni-HHTP sensor. The calculated response, at
12.5 ppm CHas is 10% for the Cu-HHTP sensor,
which is almost 9 times that of the Ni-HHTP sen-
sor (1.15%), suggesting excellent response to
CHas with Cu-HHTP MOFs. More importantly, the
Cu-HHTP sensor detects very low CH4 concen-
tration, 1.2 ppm, which is below the atmospheric
CH4 concentration (1.9 ppm) reported by Global
Monitoring Laboratory for the year 2022 [5].
Thus, the sensing results clearly illustrate the po-
tential of TP-HHTP MOFs as active sensing

DOI 10.5162/SMSI2023/B4.1

materials in the development of low-power
chemiresistive sensors to detect GHGs, espe-
cially CHa.
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Fig. 2. Dynamic resistance plot of Cu/Ni-HHTP MOF
sensor at various levels of CH4 at room temperature.
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Summary:

We demonstrate the use of a newly developed multi-parameter gas property MEMS chip, that is de-
signed to measure density, dynamic viscosity and thermal conductivity of gases, for the characterisa-
tion of hydrogen-containing combustion gas mixtures. The sensor is able to measure combustion gas
with hydrogen directly in the process line independent of the process conditions (pressure, tempera-
ture and flow) and without complex gas conditioning. The chip design is aimed at ensuring that cost-
sensitive mass applications can also be served with this sensor in the future.

Keywords: micro cantilever, gas thermophysical properties, natural gas, hydrogen, calorific value

Background and Motivation

Monitoring gas compositions in realtime at low
costs directly in the process becomes more and
more important in different fields of applications.
Using MEMS sensors is an adequate way to
solve this demand. By means of correlative
methods, various desired quality properties of
gas mixtures can be derived from thermophysi-
cal properties like density, viscosity and thermal
conductivity of gases in an application-specific
manner. For example, the composition of multi-
component process gas mixtures such as weld-
ing shield gases or gases in food packaging
(MAP) can be characterised and monitored
online. Another important application for such a
measuring system are combustion gases such
as natural gas or biogas, which can also con-
tain large quantities of hydrogen. The properties
that are relevant here are calorific value, Wob-
be index, methane number, hydrogen concen-
tration, inert gas content, molar mass and ref-
erence density [1,2].

Description of the System

Our silicon chip contains two micro cantilevers,
piezoelectrically activated (see Fig. 1). As
shown in previous publications, this chip can be
used to measure thermophysical properties of
gases. On the one hand, the 1st cantilever is
vibronically excited to its resonance frequency.
The density and viscosity can be derived from
the determined oscillation properties frequency,
f, and quality factor, Q [2,3,4]. What is new
about this chip version is that by heating the
second cantilever with a constant heating pow-
er and simultaneously measuring the tempera-

ture difference that arises between the two can-
tilevers, the thermal conductivity of the gas can
also be determined. This measurement can be
carried out simultaneously or alternately with
the density and viscosity measurement. With
the help of the different temperature sensors on
the chip, the gas temperatures associated with
the measured variables density, dynamic vis-
cosity and thermal conductivity can also be
precisely tracked at any time. In conjunction
with a pressure measurement the measured
gas can be completely characterised inde-
pendently of the process conditions.

y)

Fig. 1. Picture of the MEMS chip containing two
micro cantilevers of slightly different lengths (500 and
600 um), which can be piezo electrically driven and
read out. The two cantilevers are each equipped with
a temperature sensor and a heating element. In
addition, there is another temperature sensor on the
frame of the chip (left side).

With our chip it is possible to measure in a tem-
perature range from approx. -40 to 80°C and in
a pressure range from approx. 0.5 to 10 bar. No

SMSI 2023 Conference — Sensor and Measurement Science International

110



complex gas conditioning and branching is
necessary, which makes the installation simple
and inexpensive.

Fig. 2. Pictures of the packed chip from top and bot-
tom. The MEMS chip is flip chip bonded to a ceramic
PCB (right) and covered with a porous filter cap (left).

To protect the sensing cantilevers and to be
able to measure reliably in the process under
changing conditions and with possibly contami-
nated gases, the MEMS chip was covered with
a filter cap (see Fig. 2). The cap consists of a
porous structure made of sintered bronze with
pore sizes in the range of a few micrometers.
The filter cap also prevents gas convection at
the chip, which would interfere with the meas-
urement of thermal conductivity. Nevertheless,
due to the small chip dimension, the filter cap
allows a very fast diffusive gas exchange in the
range of < 2 sec and thus measurements al-
most in realtime.

Results

The following shows the achievable measure-
ment performance of such a measurement sys-
tem for methane and natural gas mixtures with
hydrogen contents up to 20% mol in a wide
temperature and pressure range. For the exper-
iments, the sensor was mounted together with a
pressure sensor in a pressure tight measuring
cylinder. The complete system was placed in a
climate chamber and various gas mixtures (see
Tab. 1) were measured at pressures between 2
and 6 bar and temperatures between 0 and
50°C. The results can be seen in Figs. 3 and 4.
The calorific value and the Wobbe Index of the
gases could be determined with an accuracy of

1 to 1.5% over the entire measuring range.
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Fig. 3. Relative error of the calorific value determina-
tion of 7 different gas mixtures at different tempera-
tures. Each box plot includes measurements per-
formed at three pressures (2, 4 and 6 bar).
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The hydrogen content was determined to
<0.5% mol and the total inert gas content to
approx. 1% mol.
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Fig. 4. Error of the hydrogen concentration determi-
nation of 7 different gas mixtures, containing up to
20% mol hydrogen, at different temperatures. Each
box plot includes measurements performed at three
pressures (2, 4 and 6 bar).

Tab. 1. Composition of the measured gases.

gas | NG1 | NG2 | NG7 | H1 | H20 | H10
NG | NG
CHa 93 85 84 | 918|741 | 90

CoHe | 4.2 9 5 41 | 34 0
CsHs | 0.8 1.5 2 0.8 | 0.7 0
CsHwo | 03 | 05 | 05 | 0.3 | 0.3 0

N2 1.3 | 25 4 1.3 1 0
CO2 | 07 1.4 4 06 | 0.5 0
Hz 0 0 0 1 20 10
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Summary:

The development of a flexible hydrogen sensor based on ZnO/MWCNTs (Multi-Walled Carbon Nano-
tubes) is presented in this work. The sensor was prepared by an electron-beam deposition method,
when gas sensitive ZnO/MWCNTSs thin film was deposited onto a flexible polyimide substrate. The
produced sensor demonstrated excellent gas sensing characteristics to hydrogen at 150°C operating
temperature, where the resistance of the sensor decreased more than 100 times in the presence of 25
ppm of hydrogen demonstrating the linear dependence of the sensor response on hydrogen concen-
tration. The obtained results proved that ZnO/MWCNTSs based flexible structure may become an ex-

cellent material for hydrogen monitoring devices.

Keywords: Gas sensor, hydrogen, flexible sensor, carbon nanotube, zinc oxide.

Introduction

Hydrogen is widely used in various fields of
human activity and the need for its application
continues to increase year by year becoming
one of the promising alternatives to traditional
energy sources. Consequently, the highly
flammable nature of hydrogen and its explosive
characteristics under certain conditions in-
crease the interest in hydrogen sensors in all
areas where hydrogen technologies are used

[].

Resistive gas sensors based on metal oxide
semiconductors are attractive in their simple
structure, high response, low cost, availability of
the electric signal, low power consumption, and
high reliability [2]. However, metal oxide semi-
conductor gas sensors have poor electron con-
ductivity and a small surface area which wors-
ens their sensing properties. The presence of
MWCNTs in main metal oxide materials im-
proves the gas sensing properties of the sen-
sors, decreases the operating temperature
(even to room temperature), and gives stability
to the sensors [3].

Compared with non-flexible sensors, flexible
ones are more conducive to applications in
wearable electronics, they are lightweight and
have low cost and low power consumption. Due
to their high flexibility and small sizes, these
sensors can be easily integrated into the sur-
faces of any flexible objects [1, 4].

In this work, a new nanocomposite
ZnO/MWCNTs material is proposed, which is
distinguished by a relatively high response to
hydrogen and low operating temperature.

Experimental

The ZnO/MWCNTs (Nanoshel-UK Ltd., UK,
with 99% purity) based sensing layer was de-
posited on a polyimide flexible substrate with
130 pm thickness (Zhongcheng Insulating Ma-
terial Ltd., China) on which were pre-deposited
gold interdigitated electrodes (Fig. 1).

Fig. 1. Actual photo of the flexible hydrogen sensor.

The electron-beam deposition process of
ZnO/MWCNTs material was conducted under
the following conditions: 40 mA anode current,
0.4 kV anode voltage, 100 °C substrate
temperature, 75 mm distance between the
target and substrate, 3x10% Pa base pressure,
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5x10" Pa deposition pressure and 15 minutes
duration of sputtering using pre-prepared
ZnO/MWCNTs target. Then, palladium catalytic
particles were sputtered on the active surface of
the ZnO/MWCNTs material by an ion-beam
sputtering method.

Results

Gas sensing properties of the ZnO/MWCNTs
material were studied in the air and in the pres-
ence of hydrogen by laboratory-designed (au-
tomated) gas sensor testing setup. The re-
sponse of the sensor is defined as the re-
sistance ratio of the sensor in the air and in the
atmosphere of the target gas, respectively
(Ra/Rg, where Ra and Ry are the resistance of
the sensor in the air and in the presence of
target gas, respectively). The sensing charac-
teristics of the sensor were investigated in the
temperature range of 25-250°C (Fig.2).
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Fig. 2. Dependence of the ZnO/MWCNTs sensor
response on temperature in the presence of 100 ppm
hydrogen and the dynamic change in the sensor
resistance at 150°C (inside of the picture).

As Fig. 2 shows, the sensor demonstrated the
best response to 100 ppm at 150°C tempera-
ture where its resistance changed more than
472 times and response and recovery times
were 15 s and 4.5 s minutes, respectively. The
ZnO/MWCNTSs structure showed a response to
100 ppm hydrogen even at room temperature,
where its resistance changed about 20 times
during 18 minutes and recovered after 5 hours.

The dynamic response curves under the influ-
ence of different concentrations of hydrogen at
150°C temperature as well as the dependence
of sensor response on hydrogen concentration
are shown in Fig. 3. The ZnO/MWCNTs flexible
gas sensor reacted to 25 ppm hydrogen at the
operating temperature with a response value of
100. It is important to mention that sensor re-
sponse changed linearly toward hydrogen con-
centration which allows for estimating different
concentrations of hydrogen in real environ-
ments.
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Fig. 3.  Dynamic response curves of the

ZnO/MWCNTs sensor for different concentrations of
hydrogen and the dependence of the response on
hydrogen concentration at the operating temperature
(inside of the picture).

Conclusion

In summary, the fabricated ZnO/MWCNTs
based flexible sensor showed a high response
(~100) to 25 ppm hydrogen at 150°C operating
temperature. Besides, the sensor demonstrated
the linear response dependence on hydrogen
concentration toward 25-500 ppm at that tem-
perature. The ZnO/MWCNTs structure also
exhibited good sensitivity toward 100 ppm hy-
drogen even at room temperature.

Acknowledgment

The work was supported by the Science
Committee of MESCS RA, in the frames of the
research project Ne 21APP-2J001.

References

[1]1 M.S. Aleksanyan, A.G. Sayunts, G.H.
Shahkhatuni, Z.G. Simonyan, V.M. Aroutiounian,
G.E. Shahnazaryan, Flexible sensor based on
multi-walled carbon nanotube-SnO2 nanocompo-
site material for hydrogen detection, Advances in
Natural Sciences: Nanoscience and Nanotech-
nology 13, 035003 (2022); doi: 10.1088/2043-
6262/ac8671

[2] S.R.Jamnani, H.M. Moghaddam, S.G. Leonardi,
G. Neri, PANI/Sm203 nanocomposite sensor for
fast hydrogen detection at room temperature,
Synthetic Metals 268, 116493 (2020); doi:
10.1016/j.synthmet.2020.116493

[3] S. Vijayakumar, S. Vadivel, A. Biruntha, T.
Brindhasri, P.A. Desika, Design and fabrication of
clad modified fiber optic gas sensor based
CeO2/MWCNTSs hybrid sensors by facile hydro-
thermal technique, Diamond and Related Materi-
als 109, 108006 (2020); doi:
10.1016/j.diamond.2020.108006

[4] F. Zhang, Q. Lin, F. Han, Z. Wang, B. Tian, L.
Zhao, T. Dong, Z. Jiang, A flexible and wearable
NOz2 gas detection and early warning device
based on a spraying process and an interdigital
electrode at room temperature, Microsystems &
Nanoengineering 8, 40 (2022); doi:
10.1038/s41378-022-00369-z

SMSI 2023 Conference — Sensor and Measurement Science International

4.3

113



DOI 10.5162/SMSI2023/B4.4

Dielectric Properties of Materials used for a
Radio-Frequency based NOx Dosimeter

Stefanie Walter!, Jaroslaw Kita?, Daniela Schénauer-Kamin?, Gunter Hagen’, Ralf Moos’
" Department of Functional Materials, University of Bayreuth, 95447 Bayreuth, Germany
functional.materials@uni-bayreuth.de

Summary:

To detect low concentrations of nitrogen oxides (NOx), a new radio-frequency dosimeter is being
developed. The storage of NOx in a functional material results in a change of its dielectric properties,
that can be detected via a resonance structure. To optimize the sensor design, the dielectric properties
of different sensor substrates as well as of the sensitive barium-based NOx storage materials itself were

analyzed.

Keywords: radio frequency (RF), dosimeter, dielectric properties, LTCC, NOx storage materials

Introduction

Nitrogen oxides (NOx) cause substantial damage
to both human health and environment. To
ensure air quality, monitoring of NOx is neces-
sary. For this purpose, a dosimeter capable of
measuring average NOx concentrations over
long time periods is being developed.

Sensor Design

Many materials cannot be used for conventional
resistive sensors due to their high electrical
resistivity. An alternative is offered by radio
frequency (RF) sensors, which can detect
changes in the dielectric properties of a
functional material.

The sensor setup, as shown in Fig. 1, is modified
compared to a previous design in [1]. The
stripline to excite the resonant structure is now
shielded on both sides by a ground plane. LTCC
(Low Temperature Cofired Ceramics) is used as
the sensor substrate. For higher stability, the
functional material can be placed in a recess in
the top LTCC layer. This is necessary, since a
layer thickness of several hundred micrometers
is advisable for a high sensor signal.

NO, storage Excitation Iingﬂx‘ Poces

/ material -
N il

Heating structure
Fig. 1. Schematic setup of the planar RF-based
NOx dosimeter.

Dosimeters measure a time-integrated gas con-
centration. Thus, for dosimetric detection of NOx,
the functional material has to store NOx continu-
ously proportional to the NOx concentration [2].
This can then be measured via the parameters
of the excited resonant mode. Since the adsorp-
tion behavior of such materials is often tempera-
ture-dependent, a heating structure is implemen-
ted to vary the sensor temperature. This can also
be used for sensor regeneration, as NOx is often
desorbed at higher temperatures [2].

Microwave Cavity Perturbation

To obtain an optimal sensor signal, the geometry
of the resonant structure has to be designed in
dependence of the dielectric properties of the
LTCC substrate and the barium-based NOx
storage material. These can determined by the
Microwave Cavity Perturbation (MCP), whose
basic working principle has already been
described in detail in [3].

By placing a sample in a cylindrical cavity, in
which electromagnetic resonances can be
excited, a shift of the resonant frequency Af and
of the invers quality factor A(1/Q) occurs.
Following Egs. 1 and 2, they can be used to infer
the permittivity &, and the dielectric losses ¢, of
the material sample:

Af~ (&' — 1) (1)

A<6> ~g (2)
However, depending on the sample properties,
multiple corrections regarding the correlations in
Egs. 1 and 2 must be made as indicated in [3] in
order to be able to infer the correct material
properties.
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Properties of LTCC

Two different types of LTCC material were
analyzed: the DuPont GreenTape 951 and the
DuPont GreenTape 9K7, a low-loss material
optimized for radio frequency applications.
According to the manufacturer's data sheet, the
latter has a loss factor tan §, which describes the
ratio of £" to &', of only 0.001 at 10 GHz com-
pared with 0.014 for the LTCC 951. However,
these values refer to room temperature. Since
the sensor will be operated in a wide tempera-
ture range, knowledge of the temperature-
dependent behaviour of the material properties
is essential. The values for ¢’ and tan§
measured by the MCP in a temperature range
from 20 to 600 °C are shown in Fig. 2.

For both LTCC materials, their permittivity &' is
almost independent of temperature. Therefore, a
shift in resonant frequency can be attributed
mainly to dielectric changes occurring in the NOx
storage material. The loss factor affects the
attenuation of the electromagnetic wave during
its propagation along the excitation line and in
the resonance structure and therefore
determines the quality of the sensor signal. For
bothn LTCC materials, tand increases
exponentially with temperature, however at
different rate. Therefore, 951 exhibits lower
dielectric losses than 9K7 at temperatures above
500 °C. Since the RF-dosimeter is intended to be
operated mainly in a temperature range between
200 and 400 °C, 9K7 is still preferred as
substrate for this application.

5 0.04
w
w3 0.02 c
B8
1 0.00
0 300 600

T/°C
Fig. 2. Permittivity €, and loss factor tan & of differ-
ent LTCC materials; red: DuPont 9K7; green: DuPont
951.

Properties of NOx Storage Materials

To detect the NOx loading of the functional
material, it has to change its dielectric properties
thereby. In barium-based materials, this is the
case due to the conversion of carbonate to
nitrate during NOx storage. Such materials are
commonly used in automotive storage catalysts,
exhibiting significant changes in their dielectric
properties during NOx storage [4].

With the MCP the dielectric properties of barium
carbonate (BaCOs) and barium nitrate

DOI 10.5162/SMSI2023/B4.4

(Ba(NOz2)s) were measured. The permittivity of
the two powders differs only slightly. Therefore,
only their losses - shown in Fig. 4 - are relevant
for NOx detection. The dielectric losses ¢, of
BaCOs increase only slightly with temperature
and remain below 0.05. In contrast, those of
Ba(NOz2)s increase rapidly. While below 100 °C
g'" of both powders are in the same range, at
400 °C the losses of nitrate are already 20 times
higher. Thus, operation at high temperatures
would be preferable for the RF-dosimeter.
However, due to the NOx adsorption behavior, a
dosimeter-like sensor behavior is only expected
at temperatures up to 400 °C. In addition, the
signal quality decreases with higher temperature
due to higher losses of the LTCC.

Furthermore, using pure barium carbonate as
the functional material seems problematic due to
its slow NOx adsorption reaction rate, as it has
only a small surface area of 1.6 m?/g. Therefore
in future measurements, the barium will be
coated on a highly porous aluminum oxide
powder to increase the reaction surface.

1.5

1.0

0 250 500

T/°C
Fig. 3. Dielectric losses €' of barium-based NOx
storage materials;, BaCOs in blue, Ba(NOz)s in red.
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Summary:

Laser Components is a manufacturer of infrared detectors and with the mission to “Maintain and Up-
grade IR Classics”. PbSe polycrystalline mid-wave infrared detectors are integral part of our product
portfolio. They are linear p-type photoconductors over wide bias and temperature ranges. Current
flows mostly uniform across grains and connecting tissue. Photoconductivity follows the “numbers
modulation” model. Practical improvement of the devices is forecasted by using sort of balanced de-

tection scheme.

Keywords: Infrared Semiconductor Detector, PbSe, Mid-Infrared, Photoconductor, Polycrystalline,

Uncooled.

Introduction

PbS and PbSe infrared photoconductors belong
to the family of thin film photodetectors (TFPD)
and have been around for decades and suc-
cessfully used in commercial and defence ap-
plications since. However, industrial usage of
those materials has been based on RoHS ex-
emptions and therefore strong efforts towards
replacement were initiated. PbS and PbSe have
been challenged for RoHS several times, but
there is good news: Another exemption until
July 2028 has been recommended and a long-
er-term co-existence of lead salt detectors and
new DWRS (Detectors Without RoHS Sub-
stances) is forecasted. [1]

This paper is dedicated to PbSe and there is a
mystery that needs to be explained: Typical D*
for an uncooled PbSe device is 1.8 x 10"
Jones which is well above competing uncooled
mid-wave infrared (MWIR) photodiodes. So,
why do polycrystalline devices outperform sin-
gle crystal based devices? Recently, broader
investigations have been started in the commu-
nity [2] triggered partially by A. Rogalski who
called for more detailed information on PbSe
[3]. This paper will contribute to a better under-
standing of the material and uses data from [4].

In practical use, dynamic behaviour becomes
important and this paper will pave the road to-
wards PbSe detectors with more “usability” as
well.

Material Related Investigations

Basically, PbSe photoconductors belong to the
group of TFPD (thin-film photodetectors). Com-
plex material characterization has been per-
formed at several stages of CBD (chemical bath
deposition): Deposited, oxidized and iodized.
The deposited film by itself has no photosensi-
tivity. lodization of this film does not result in
photoconductivity. A weak sensitization is
achieved by oxygen. Full sensitization requires
subsequent iodization. Effects on carrier densi-
ty, mobility and resistivity can be seen in Tab.1

Tab. 1: Hall effect data of PbSe (23°C, p-type
carriers)

Production | Relative Con- | Relative | Rela-
step centration Mobility | tive
Resis-
tivity
Deposited 1.000 1.0 1
Oxidized 0.024 11.3 3
lodized 0.018 0.5 110

Obviously, the resistance plays a major role in
photosensitivity. In a typical application, the
detector resistance is changed by 0.1% under
illumination. We found out as well, that iodiza-
tion is mandantory for a linear device. Our ma-
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terial is always p-type with a typical film thick-
ness of 1 ym. No signatures of barriers could
be found in |-V characteristics. Surface XPS did
indicate a mixture of PbO with SeO2, below it is
mostly PbSe. A weak iodine signal is present as
well. Photocurrent curves vs. 1/T are parallel for
different light intensities. This is the signature of
the number model. So, photoconductivity is
achieved by increased hole concentration and
increased hole lifetime since electrons are
trapped.

Fig. 1 does give a visualition of what is going on
inside the material structure: Deposition does
result in crystallites that are stacked very close-
ly. Oxidization starts to loosen this structure and
after iodization it has turned into “grains that are
surrounded by lots of connecting tissue”.

Fig.1. SEM images of PbSe at various produc-
tion steps. Top: Deposited. Middle: Oxidized.
Bottom: lodized

Kelvin probe microscopy images do indicate
that grains have higher electron energy which
leads to the assumption that they act as traps.
However, it turned out as well, that current does
flow mostly uniform across grains and tissues.

Improved Usability

PbSe detectors have to follow recent user ex-
pectations as best as possible and recent users
do expect a stable baseline after switch on.
We followed an old approach to dampen the
effects of temperature variations without using
Peltier cooling.

PbSe elements are usually driven in a voltage
divider configuration, i.e. the PbSe and a load
resistor are connected in series. The idea is to
use a blinded PbSe element as load resistor. In

DOI 10.5162/SMSI2023/B5.1

case of identical twins, the resistance among
load and photoresistor will always be matched
over temperature and bias will be constant. In
some aspects, this can be seen as “balanced
detection”. At pretests, the DC signal was found
to be stable within 0.5 % immediately after
switch on. This result was surprising to experi-
enced users, since they have been used to
initial settling times of approximately 10
minutes. [5]

Results

Transport in PbSe has been investigated. In
some aspects, our data show consistency with
[6]. As a little special, we found a grain-tissue
morphology, a mostly uniform current and the
importance of iodization for a linear device. [4]
Evidence for the numbers model has been
found in contrast to the standard literature [3],
that favors the Petritz model.

We report a “balanced” approach that results in
PbSe detectors with a stable baseline immedi-
ately after switch on. At the moment, we are
working on scaling up.

Our PbSe devices work well. However, we have
been unable to find barriers as predicted by
recent models. [6] So, further investigation by
the community is needed.
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Near-infrared spectroscopy (NIRS) has been a working horse in high-end analytics for
decades. It covers the wavelength range from 0.9 to 2.5 ym (or 11000 to 4000 cm™). This
spectral range allows to measure overtone (0.9 to 2 ym) and combination bands (2 to 2.5 ym)

of molecular vibrations in organic materials. The overtone bands are 1%, 2", and 3" order

overtones:
Range Rel. intensities
15t overtones: 1700 - 2000 nm 1
2" overtones: 1100 - 1700 nm 0.1
3 overtones: 850 - 1100 nm 0.01

The combination bands carry very detailed information on the samples under test, e.g., the
fatty acid composition in oilseeds or the amino acid profile in protein. Hence, laboratory
spectrometers capable of measuring up to 2500 nm are widely used in agriculture for quality

control and pricing.

Figure 1: trinamiX’s mobile NIR spectrometer. The device is battery-powered, connects to smartphone or computer
via Bluetooth®, and has an integrated lamp module for measurements in diffuse reflectance. The sensor unit

consists of a 256-pixel PbS line array detector, fabricated in Ludwigshafen.

Fairly recently, NIR spectrometers have managed to break out of their well-controlled
laboratory environment by becoming smaller, lighter, and scalable. In general, there are two
approaches for handheld NIR spectrometers: (i) devices based on muti-pixel line array
detectors, where the dispersive element splits the wavelength range in space and each pixel
detects a certain wavelength; (ii) devices based on single-pixel detectors using an
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interferometer with mechanically moving parts as dispersive element, such as MEMS Fourier-
Transform (FT) or Fabry-Perot interferometers (FPI). Whereas the PbS detector technology is
compatible with both approaches, InGaAs detectors are only used with option (ii) as extended
InGaAs line array detectors are too scarce for widespread utilization in handheld devices. PbS
is fabricated by chemical bath deposition, a process that is fast, scalable, and does not depend

on lattice matched substrates.

trinamiX GmbH, a subsidiary of BASF SE based in Ludwigshafen, has introduced a portable
NIR spectroscopy system to the market (see Fig. 1). This system consists of software, cloud-
based NIR calibrations, and in-house developed spectrometer. The heart of the trinamiX
spectrometer technology is its 256-pixel PbS line array detector, fabricated at cleanrooms in

Ludwigshafen, Germany.
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Figure 2: Portable NIRS of wheat. a) Spectra obtained from 108 wheat samples with the trinamiX handheld device.
The chosen representation is absorbance (-log R) vs. wavelength in nm. To guide the eye, vertical black lines
indicate the approximate positions and attributable species that are mainly responsible for the spectral appearance
at those points. b) Reference crude protein content according to wet chemistry on the abscissa versus model

predictions on the ordinate axis.

As an indication for the performance of the trinamiX NIRS system, Fig. 2 depicts the results of
measurements on 108 wheat samples with known protein content and the subsequent data
analysis. Fig. 2a) displays the raw NIR spectra of all samples measured with two trinamiX
devices. Fig. 2b) shows how well the protein content of these samples can be predicted from
their NIR spectra. The resulting standard error of prediction is 0.3 %, close to the accuracy that

can be obtained by orders of magnitude larger and more expensive benchtop spectrometers.

Besides the classical NIRS application fields in the farm-to-fork environment, making the
technology portable and affordable allows it to develop into markets far beyond the laboratory.
Non-invasive biomarker monitoring is a huge trend in consumer electronics but still limited by
the availability and affordability of detectors above 1000 nm detection range. PbS with its

scalable and cost-effective production method (CBD) and broad wavelength detection range
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enables consumers to track additional biomarker and therefore monitor their physical condition
in real time. Seamless integration into consumer electronic devices, such as smartphones and

watches, are in the focus.
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Figure 3: Reference phone with an integrated NIR spectrometer module and a hydration application embedded in

a health app.
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Cameras are omnipresent in our daily lives, with several
billions image sensor units deployed annually. The imaging
revolution was possible with the introduction of CMOS
(complementary metal-oxide-semiconductor) technology
and streamlining the manufacturing process based on the
semiconductor ecosystem. CMOS image sensors (CIS) are
relying on light detection by a silicon photodiode, which is
perfectly suited for replicating human vision (visible
wavelength range) and beyond (e.g. NIR — near infrared or
UV - ultraviolet). At the same time, longer wavelengths such
as short-wave infrared (SWIR) are inaccessible by Si due to
the energy bandgap, setting the cut-off wavelength at around
1100 nm.

SWIR range is typically defined above 1400 nm (which
is the onset of “eye-safe” region as the human eye is several
orders of magnitude less sensitive to radiation above that
wavelength) until approximately 2500 nm (which is the
onset of mid-wave infrared, MWIR) [1]. This range is
interesting both for active and passive illumination systems.
In the former case, one can take advantage of less
background radiation coming from the Sun (with irradiance
at 1400 nm significantly lower than at e.g. 940 nm typically
used in systems such as FaceID). The latter can provide
vision in low-light conditions (e.g. using “night glow”).
Applications include recognition of visually similar
materials (sorting), high contrast for water (moisture
detection), vision through fog/smoke/clouds (driver
assistance in automotive) or low-light imaging (security
cameras).

The incumbent approach of accessing SWIR
wavelengths was to use hybrid imagers with a CMOS
readout chip flip-chip bonded to a detector chip. This
detector chip would be made of low bandgap III-V or II-VI
materials such as InGaAs or HgCdTe. The low throughput
epitaxial growth process together with die-to-die bonding
process result in very high sensor cost. This in turn results in
SWIR range being limited to high-end applications in
machine vision, scientific and space imaging, with global
annual volumes estimated at around 11°000 image sensors.
Recent advances focus on the bonding process to realize
sensors with pixel pitch down to 5 pm [2].

An alternative approach is to realize “monolithic hybrid”
integration of the detector material other than Si directly on
the readout chip. From the family of thin-film photodetectors
(TFPD), colloidal quantum dots (CQD) seem as a very
attractive candidate material family [3]. Thanks to the
tunability of the cut-off wavelength with the nanocrystal size,
one can select the appropriate spectrum by tuning the
material synthesis process. Deposition by coating directly on

the CMOS readout wafer enables significant throughput
increase with wafer-level manufacturing. This can lead to
high volumes of image sensors driving the cost down to
levels suitable even for consumer and automotive
applications.

QD image sensors are composed of the readout front-
end (circuitry) including the pixel engine and the photodiode
stack. The stack contains the QD absorber, electron and hole
transport layers and semi-transparent top contact, plus an
encapsulation layer. Depending on the readout architecture,
the QD photodiode may have different polarity: “e2ROIC”
(readout accepting electrons) or “h2ROIC” (readout
accepting holes). The QD absorber in most reported
implementations is based on lead sulfide (PbS), as this
material can be tuned from the quantum confinement peak at
940 nm all the way to above 2200 nm (Fig. 2). Other
materials include InAs [4], which promises to deliver much
faster response (even below ns) and HgTe, enabling cut-off
wavelengths in the MWIR range [5].

We have fabricated QD image sensor prototypes with
VGA+ resolution (768x512 pixels) and 5 um pixel pitch.
External quantum efficiency (EQE) in the current generation
imager is around 40% at the wavelength of 1450 nm at the
reverse bias voltage below -3 V and at room temperature.
Some imaging examples in machine vision applications are
shown in Fig. 3-6, highlighting possibilities in sorting and
inspection. Fig. 7 shows our modular camera with
interchangeable boards allowing to adjust the functionality
to the specific use case. This system helps to define
specifications required by different applications and
customize the image sensor accordingly. One example of
customization is reducing the pixel pitch to enable high
image quality and compact for factors. We demostrated
SWIR imagers with pixel pitch down to 1.82 um [6], with
the most recent publications reducing that further to 1.62 pm
[7].

Quantum dot image sensors are a new approach to
access the SWIR wavelength range. With the monolithic
integration of PbS QD photodiode on CMOS readout, high
pixel density and high-resolution focal plane arrays can be
realized. Efforts to enable manufacturing upscaled to wafer-
level show the path towards cost reduction allowing
applications that could not implement SWIR imaging.
Further improvements of maturity of this technology will
bring miniaturized SWIR cameras to new markets and
augment information acquired by vision systems.
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Fig. 2. External quantum efficiency (EQE) for
photodiodes using different sizes of PbS QD.

Fig. 3. SWIR imaging example: banknotes in the
visible (VIS, left) and SWIR range (right).
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Fig. 4. SWIR imaging example 3|I|con wafer
inspection (VIS, left) and SWIR (right).

Fig. 5. SWI'i'\;‘imaging example: contaminants among
coffee beans (VIS, left) and SWIR (right).
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Fig. 6. SWIR imaging example: food inspection

through plastic packaging (VIS, left) and SWIR (right).

Fig. 7. Imec ModCam (deuIar camera) used for use

(1]

(2]

(3]

(4]

(3]

(6]

(7]

case studies with QD image sensors.
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Summary:

Lead sulfide-based spark detectors have been successfully used for more than four decades to safely
detect highly mobile ignition sources in pneumatic transport, protecting countless industrial plants and
human lives from fire and explosion incidents. The physics of infrared radiation, targeted field meas-
urements and simulations are used to classify ignition sources in pneumatic transport into four types
and to describe their detection reliability with established sensor materials even under high loads.

Keywords: PbS, Lead Sulfide, Fire Prevention, IR Detection, Industrial Application, Spark Detector.
Explosion Protection, Ignition Sources, Black Body Radiation, Pneumatic Transport

Challenges in Industrial Fire Prevention

In many industries such as wood processing,
food and animal feed production, plastics or
metal processing, combustible dusts or bulk
materials are generated. During the processing,
for example, frictional heat can create potential-
ly dangerous ignition sources. In pneumatic
transport, these ignition sources are transported
to other production areas and can cause fires or
even explosions. Preventive fire protection be-
gins with process design and regular mainte-
nance, which can reduce many of the origins of
these ignition sources (Fig. 1).
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Fire Protection Competence Fire protection
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Fig. 1. Sensor-based protection of industrial plants
at the edge of preventive to defensive fire protection.

To prevent fires and explosions from still occur-
ring ignition sources and to prevent defensive
fire protection from taking effect, these ignition
sources must be reliably detected and eliminat-
ed. This is where spark extinguishing systems
come into play.

Spark Extinguishing Systems
Spark extinguishing systems work in a minimal-
ly invasive way, protecting tens of thousands of

industrial plants worldwide and the people who
work there, almost invisibly and unnoticed.
They consist of IR-detectors for the detection of
ignition sources. Via an automatic control panel
these are connected to an automatic extin-
guishing system, which eliminates the ignition
sources with the aid of water mist a few hun-
dred milliseconds and thus a few meters after
detection (Fig. 2).

Fig. 2. Safe detection and elimination of highly
mobile ignition sources in pneumatic transport by
spark extinguishment systems.

Classification of Ignition Sources

Thanks to the studies of the University of Wup-
pertal, we have gained some important insights
into ignition energy and ignition-effective parti-
cles in pneumatic transport. There was a long-
term research project in the years 2015 to 2018
with the aim of investigating the controlling of
ignition sources in pneumatic transport. With a
multitude of results [1], [2].

The most important finding is that these so-
called highly mobile ignition sources can be
classified into four different types with different
risk potential. Properties such as size, lifetime
(LT), temperature (T) (which can lead to igni-
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tion), active burning, from which their risk po-
tential (RP) can be deduced:

(1) Mechanically generated sparks: E:
small, T>1200°C, inert, LT<1 sec, RP:3

(2) Burning Particles: E small to medium,
T<900°C, active, LT<1 min, RP: 5

(3) Hot Particles: E: high, T >400°C, inert,
LT>1 min, RP: 7

(4) Smoldering Nests: E: high, T <350°C,
active, LT>5 min, RP: 10

The first type are mechanically generated
sparks. These are produced during metal pro-
cessing or are generated by fans. If, for exam-
ple, the bearing is damaged.

The second type are the burning particles,
which occur during drying processes, for exam-
ple with direct heating or during mechanical
processing.

The third type are hot particles. In other words,
impurities that are created in shredding pro-
cesses. They can also be welding balls, i.e.,
very hot particles that do not burn itself, but are
so hot that they can cause dust deposits to
ignite.

The last type are smoldering nests. They are
created wherever there is drying or where self-
ignition can occur due to environmental influ-
ences.

From Ignition Sources to the Best Fitting
Sensor Material

Since the invention of the spark extinguishing
system in the mid-1970s, two sensor materials
have become established. On the one hand,
they have the necessary robustness and detec-
tivity and, on the other hand, they operate con-
tinuously and reliably under rough industrial
conditions between -40°C and 70°C (ambient)
or 300°C (process): silicon (Si) and lead sulfide
(PbS). The detectors developed from these
materials are very often located in potentially
explosive atmospheres, which places special
demands on the power supply. The smaller the
power requirement, the more feasible and af-
fordable, and thus more suitable for practical
use, the detector is.

To a first approximation, each particle with a
specific temperature emits a continuous spec-
trum of electromagnetic radiation comparable to
blackbody radiation. If enough emitted radiation
falls within the spectral sensitivity window of the
sensor material, these particles can be reliably
detected. Figure 3 shows the typical blackbody
spectra of the sun, the visible glowing and the
ambient light. The positions of the 4 types of
ignition sources, where sufficient detectable
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radiation is still present, are marked. Additional-
ly, the spectral sensitivity of the two sensor
materials is shown.

The less hot the ignition source is, the more
important is the reliable detection by PbS-based
detectors. Especially smoldering nests, which
are "cold" on the outside and very hot inside
and whose lifetime is often several minutes,
present a very high risk potential.
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Fig. 3. Spectral specific radiation and spectral
sensitivity of spark detecting sensors vs. radiation
wavelength for the four different types of ignition
sources

Modelling-based predictability of detection
reliability

Knowledge of the types of ignition sources in
pneumatic transport allows the calculation of
models that consider specific application pa-
rameters and material properties. Supported by
experiments validated in the lab and test field,
the detection reliability and its limits can be
determined for each ignition source and both
sensor materials. This enables the optimal se-
lection and parameterization of the spark detec-
tor used. Fig. 4 shows an example of such sig-
nal characteristics on Si- and PbS-based detec-
tors. The signal heights are used to select the
sensitivity and which detector should preferably
be used. The less hot the ignition source, the
more the signal height shifts towards PbS-
based detectors.
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Fig. 4. Example of modeled signal characteristics
on Si- und PbS-based detectors for the different
types of ignition sources.
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Summary:

The new Kibble balance at the National Institute of Standards and Technology (NIST) is part of the
Quantum Electro-Mechanical Metrology Suite (QEMMS). Two quantum standards are incorporated
directly in the electrical circuit of the Kibble balance for the realization of the unit of mass. This elimi-
nates the need for external calibration in the Kibble balance experiment. The targeted uncertainty is
2 pyg on a 100 g mass and a range from 10 g to 200 g will be covered. We introduce the measurement
concept of the QEMMS, show the current state of development and publish first measurements prov-
ing the performance of the newly designed balance mechanics.

Keywords: quantum measurements, quantum Sl, mass metrology, Kibble balance, mechanism

Introduction

Highly accurate Kibble balances today can pro-
vide primary realizations of the kilogram with
relative combined uncertainties of 2 parts in 108
[1]. Until 2019 a worldwide effort has been
made towards redefining the kilogram within the
International System of Units (Sl) to create a
definition of this fundamental base-unit tracea-
ble to unchanging constants of nature, and not
a physical object. The Kibble balance was de-
veloped to fix a value of the last puzzle piece of
quantum constants missing for the success of
the redefinition: Planck’s constant. It was
measured based on the current value of the
International Prototype Kilogram (IPK). Thus,
balances were designed for a 1 kg mass meas-
urement and due to sufficient agreement of
various other experiments on the part per billion
level, a value for Planck’s constant could be
agreed upon. Now this value can be used to
define the kilogram through the Kibble balance.

The QEMMS

Not only the Planck’s constant is important for
traceability in the Kibble balance experiment,
also the speed of light, charge of an electron,
and the definition of the second are vital for
operation. Voltage, resistance, time and length
measurements are traced back to these con-
stants and thus they build the foundation of
calibration of the Kibble balance itself. All quan-
tities except for electrical resistance are typical-

ly directly measured by their respective primary
standards.

Laborato‘ryL x W xH:
6.5mx4.5mx3.7m

Fig. 1. The QEMMS in the lab at NIST. 1 — Kibble
balance; 2 — Cryostat with graphene quantum Hall
array standard; 3 — PJVS; 4 — hardware rack; 5 —
absolute gravimeter; 6, 7, 8 — vacuum chamber and
lift; 9 — desk with PC; 10 — operator

During the weighing mode electric current
through the coil needs to be measured to quan-
tify the magnitude of generated electromagnetic
force from the magnet-coil system. Here, mostly
calibrated resistors are being used and a pre-
cisely measurable voltage drop over these can
be analyzed to quantify current according to
Ohm’s law. Recently, scientists at NIST were
able to build a graphene quantum Hall array
standard capable to maintain quantization dur-
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ing constant exposure with currents up to
0.3 mA [2], which, for the first time, opens the
doors for implementing this instrument directly
in the Kibble balance’s electrical circuit as a
primary reference for resistance. This led to the
idea of building a new version of the Kibble
balance at NIST, the Quantum Electro-
Mechanical Metrology Suite (QEMMS), with the
objective to eliminate the calibration uncertainty
for resistance by providing full metrological
traceability by a metrology institute in one room
including all primary references for the meas-
urement. It features an absolute gravimeter, a
graphene quantum Hall array standard, a Pro-
grammable Josephson Voltage Standard
(PJVS), and the Kibble balance, see Fig. 1.
Furthermore, since it is easier and more practi-
cal to scale mass measurements up than down,
a lower mass range is targeted (10 g to 200 g),
but with the same relative combined uncertainty
as 1kg-balances. This tightens the require-
ments for design especially for subsystems with
absolute uncertainty contributions as, e.g., the
mechanical system/mechanism.

The new balance mechanics

Another new approach in the QEMMS is the
mechanical system, which, for the first time, is
based on one single flexure-based mechanism
(see Fig. 2) for both modes of operation, the
velocity and the weighing mode. A detailed
description of the mechanism can be found in

) -an coﬁ

> el
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Fig. 2. Picture of the state of construction of the
Kibble balance in the QEMMS. The newly designed
mechanism is under experimental investigation in the
vacuum chamber.

The challenge was to develop a mechanism
that minimizes mechanical hysteresis, which is
why we use a flexure mechanism over a knife
edge one, but also provide sufficient travel dur-
ing the velocity mode. The latter requires to
integrate two functions in the flexure mecha-
nism that are usually separated in flexures: (1)
suspending relevant components (15 kg sus-
pended weight), and (2) providing large travel,
here +30 mm. Furthermore, a dedicated sub-
mechanism for mechanism is used to define the
trajectory of the coil.

DOI 10.5162/SMSI2023/B6.1

First measurement

A recent success was a measurement of the
balance trajectory which indicates that we can
use this mechanism to guide the coil in the ve-
locity mode with deviations from the vertical of
less than £3 ym on the whole travel range, see
Fig. 3. This is sufficient for the experiment.
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Fig. 3. Preliminary measurement of verticality and
angular deviation of balance motion measured with a
fully loaded balance mechanism. The mechanism
oscillated freely with its eigenfrequency in z.

The result required thorough alignment of the
components in the mechanics with respect to
both each other and gravity. Currently the quali-
ty of alignment is limited by its sensitivity and
the types of alignments we can perform with the
mechanism in situ. Furthermore, ambiguity
remains as to whether one flexure mechanism
for both modes of operation is useable from a
standpoint of repeatability in mass measure-
ment, especially with views on hysteretic losses
in the mechanics.

Conclusion

At NIST a new Kibble balance is under devel-
opment. Two novelties are featured: (1) all
quantum measurements take place directly in
the instrument so that there is no need for ex-
ternal calibration anymore, and (2) one single
flexure mechanism is used to guide the coil in
velocity mode and to perform the weighing
phase. The proof of travel quality was given —
now a hysteresis/repeatability test of mass
measurements is underway for ultimate proof of
performance of the concept.
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Summary:

This work describes the use of a compact fiber-interferometric sensor for velocity measurements for the
Kibble balance method. Our fiber-interferometric sensor was compared within a Planck-balance setup
with a commercial reference interferometer. Results show that the fiber-interferometric sensor is capable
of high accuracy velocity measurement comparable with the reference interferometer. High performance
and compactness of the sensor head allow it to be integrated into small-size systems, where the use of
the conventional interferometer systems is limited or not possible.

Keywords: Interferometer, Kibble Balance, Planck calibration, Velocity Measurement

Introduction

Interferometric  displacement measurement
plays an important role in force measurement in-
struments, as it allows non-contact measure-
ment with high accuracy and traceability to the
meter definition. Laser interferometers are the
primary tool for traceable velocity measurement
during the Planck calibration in Kibble balance
systems [1], which is the focus of the paper. In-
terferometers are also used in other precise
force measurement instruments, such as cali-
bration stages for characterization of force trans-
ducers for dynamic measurements or for calibra-
tion of force-displacement curves (spring con-
stant) of AFM cantilevers [2].

Conventional interferometer systems used in the
instruments mentioned above are based on he-
lium-neon lasers, which provide very high fre-
quency stability and coherence, but have large
size and short lifetime, which is considered being
the main drawback of the He-Ne laser in indus-
trial applications. In addition, the complicated op-
tical design of a conventional interferometer
leads to precise alignment requirements and lim-
ited integration ability due to the large size of the
interferometer [3].

With the rapid development of telecommunica-
tion technology, more and more semiconductor
lasers appear on the market with performance
characteristics suitable for interferometry appli-
cations. The major advantages of a laser diode
are its long lifetime and the possibility to directly
modulate the laser frequency by modulating the
laser injection current.

Laser frequency modulation allows the use of
various modulation techniques [4, 5] in low-fi-
nesse Fabry-Perot configurations, avoiding a
complex optical interferometer setup, since the
second optical quadrature signal for the phase
demodulation does not need to be measured di-
rectly. Thus, the optical setup may consist of only
a compact fiber-coupled collimator as a sensor
head, pointing at the measurement surface.

The compact measurement head allows to inte-
grate the interferometer into small-size systems,
where the use of a conventional interferometer
would be limited.

Fiber-Interferometric Sensor

The basic setup of the fiber-interferometric sen-
sor is shown in Fig. 1. The light from the laser
diode passes through the circulator to the fiber-
coupled collimator. Part of the light is reflected
from the fiber end back to the fiber, forming the
reference beam. The transmitted light passes
through the collimator lens, is reflected off the
mirror and is coupled directly to the fiber. The re-
flections from the fiber end and the target surface
form an interference signal that is fed back
through the circulator to a photodetector.

@

Fiber tip used Surface
as reference target

Fig. 1.
sor

Basic setup of the fiber-interferometric sen-
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To demodulate the phase of the interference sig-
nal, a range-resolved interferometry [5] method
is used, which allows to distinguish between sin-
gle-pass and double-pass modes [6] of the fiber
interferometric sensor and exhibits high linearity
of demodulation.

To ensure traceability to the meter unit, part of
the laser output is split with a coupler and di-
rected to a hydrogen cyanide gas cell with a sep-
arate photodetector behind it. The offset current
of the laser diode is manually adjusted to the
center of the gas absorption line using the ampli-
tude of a photodetector signal as feedback.

Velocity Measurement in the Planck-Balance

Our recently developed Planck-Balance (PB2)
system [1] is based on the Kibble-Balance prin-
ciple. In the velocity mode of the balance, the
electromagnetic force factor BI of the coil-mag-
net system is determined and can then be used
in the force mode to calculate the force applied
to the coil.

During velocity mode, the coil oscillates in the
magnetic field and the coil position x is meas-
ured with an interferometer through several com-
plete cycles, simultaneously to the measurement
of the induced voltage U with a digital voltmeter.
The B! is then defined as

Br=Y 1)

0-X,

where U, is the amplitude of the induced volt-

age in the coil, ®=2nf and x, are the fre-

quency and the amplitude of the coil displace-
ment, respectively. These parameters are usu-
ally determined with a sine-fitting algorithm and
for PB2 are in the following range f =1...10 Hz,

x, =10...40 ym.

Experimental Setup

(@)

Fiber-
interferometric
sensor

Mirror | # =~

Commercial
Interferometer

Fig. 2. Planck-balance setup.

The fiber-interferometric sensor was installed in
the Planck-Balance setup (Fig. 2) so that the
sensor and the commercial interferometer are
pointed at the same mirror from opposite sides.
It allows to directly compare displacement and
velocity measurements taken with a sensor and
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a commercial interferometer. A multichannel
data acquisition unit is used for synchronous
data acquisition from both interferometers.

Results

Several measurements were made in which the
coil was moved sinusoidally at a frequency of
1 Hz and an amplitude of 20 um, and the coil po-
sition was measured for 10 seconds simultane-
ously using a commercial interferometer and the
fiber interferometer sensor. The velocity ampli-
tude v = o-x, was then estimated with a sine-fit-

ting algorithm for both displacement signals and
compared. The comparison shows that the ve-

locity amplitude V ;.. obtained with the fiber in-

terferometric sensor has a systematic deviation
A, =-18 nm/s from the amplitude v,, obtained

Sys
with the commercial interferometer. The system-
atic error is believed to be caused mainly by the
mechanical misalignment of the sensor and will
be the subject of further investigation. Fig. 3
compares the extracted velocity amplitudes for
each interferometer type over 6 repeats of the
measurement, with the discussed systematic er-

ror subtracted from v ., . The velocity measure-

ments with the fiber interferometric sensor are
found to be in very good agreement with the
readings of the reference interferometer, with a
remaining standard deviation between the two
interferometer types of only 0.1 nm/s.

124.470 15
wn
'S 124.468 { ®  Viber — Dgys
3
. 124.466 L * Vi
(=]
X 124.464 » ° ®
3
124,462 , . ‘ : ‘
1 2 3 4 5 6
Measurement

Fig. 3. Calculated velocity amplitude for each meas-
urement.
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Summary:

The paper presents crucial design considerations for the actuators in a table-top Kibble balance, es-
pecially its influence on the uncertainty contribution by the voltage measurements. The resulting con-
tribution is exemplary shown for the PB2 version of the Planck-Balance and constraints are discussed
that limit the possibilities to optimize the geometric factor of the measurement actuator.

Keywords: Kibble balance, uncertainty evaluation, mass metrology, electromagnetic force compensa-

tion, dynamic force measurement

Motivation

The Planck-Balance is a tabletop Kibble bal-
ance that was developed in a joint project of
PTB and TU limenau. Both versions of the
Planck-Balance — the PB1 for calibration of
class E1 weights and the PB2 for class E2 —
utilize a commercial load cell for carrying the
load, but have an additional voice coil actuator
to carry out the Kibble experiment (measure-
ment actuator). However, the internal voice coll
actuator (drive actuator) of the electromagnetic
force compensated (EMFC) load cell is used to
move the load carrier of the balance in order to
excite the coil of the measurement actuator
relative to its magnetic field. From the ratio the
induced voltage Uind in the measurement coil
and its velocity v, which is measured by an
interferometer, the geometric factor B/ can be
determined (velocity mode) as

Uind
\%

Bl = 1)

This factor also equates the ratio of force, which
is used to counterbalance the gravitational force
Fc of the weight, and the current I, through the
measurement coil (force mode), which is meas-
ured as voltage drop Ur over a shunt resistor
with the known value R.

Fs, _m-g-R
1 U,

m

Bl = 2)

Combining the measurements of velocity mode
and force mode, the mass m of the weight can
be determined with

_ UR : Uind

m )
v-g-R

@)

and a known local gravitational acceleration g.

This allows a mass calibration that is inde-
pendent from a calibration weight and traceable
to natural constants like Planck’s constant h via
the electrical quantities.

Influence on uncertainty

The value of the geometric factor B/ can be
influenced by the cross-section area Aw of the
coil wire and therefore the Number of turns N
that are immersed into the air gap of the mag-
net system, which provides a flux density B.
The flux density and the air gap volume Vi are
less convenient for a tuning process of the ac-
tuator, supposed that the geometrical con-
straints are already used to full capacity and an
extensive redesign of the system should be
omitted. However, he ratio between power dis-
sipation and the compensation force is inde-
pendent from the wire diameter and must not
be taken into account during its optimization [1].

Even though, the geometric factor Bl is can-
celed out due to combination of the results of
both measurement modes, the value of Bl is
crucial to the uncertainty contribution of the
voltage measurements. Assuming a lower ab-
solute limit AU of the uncertainty of the voltage
measurement, the best relative uncertainty is
achieved with higher voltages. In the velocity
mode the induced voltage is increased with a
high value of B, while a high value of voltage
drop is generated for small values of B/ in the
force mode.

Therefore, the sensitivity coefficient cyrel, which
equates the contribution of the voltage meas-
urement uncertainty to the relative uncertainty
of mass determination, has a minimal value for
a geometrical factor Blopt of
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B[opt = ngR , (4)
v

If the same voltage uncertainty is assumed in
both modes [2].

This minimum is valid for given values of the
other parameters, but one has to keep in mind
that this also applies to the sensitivity coefficient

2
Cy v (Bloy) ﬂ/m )

In contrast to the value of Bl that minimizes the
coefficient, the coefficient for this optimized
geometric factor itself decreases with increas-
ing gravitational force or resistance of the
shunt.

10° Bl _,R=1kQ
opt
———180 Tm, R=1 kQ
,,,,,, Bl _, R=100 Q
opt
0t N e [ 180 Tm, R=100

10° ‘ ‘ ‘ ‘
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ming
Fig. 1. Sensitivity coefficient of the contribution of

voltage measurement uncertainty.

For illustration, the calculated sensitivity coeffi-
cient is shown in Fig. 1 in the measurement
range of the PB2 system and its current design
and uncertainty parameters that are taken from
[3]. Since it is not reasonable to exchange the
coil of the measurement actuator for every
mass value within the measurement range in
order to have the optimal BI, the sensitivity co-
efficient is also shown for the fixed value that
was chosen in the PB2 system. With an appro-
priate choice for the value of shunt resistor, the
sensitivity coefficient can even be smaller than
with an optimized B/, but a lower resistance.

Constraints of optimization

The shown example illustrates the possibility to
optimize the achievable measurement uncer-
tainty with the choice of the coil parameters and
the shunt resistor. However, these possibilities
are limited by several additional aspects.

Voltage measurements with very low relative
measurement uncertainties can only be done

DOI 10.5162/SMSI2023/B6.3

within a measurement range of up to 10V with
devices like the Keysight 3458A that represent
the current state of the art. In a similar way, this
provides also a lower limit for the B/, but also an
upper limit for the geometric factor B, since the
induced voltage should not exceed this meas-
urement range. Furthermore, it also provides an
upper limit for an optimization with the shunt
resistance in order to avoid a too high voltage
drop in the force mode.

The choice of the shunt resistance is further
limited by the factor that also an appropriate
current source that provides the coil current in
force mode has also a limited supply voltage
Umax- This voltage needs to be bigger than the
sum of voltage drops over the shunt and the
actuator coil, which is not independent from BI,
if it is mainly optimized due to the choice of the
cross-section area Aw of the wire. This con-
straint provides an upper limit for the shunt
resistance that equates to

R :Umax.B.AW_pW.m'g.

max

(6)
v-m~g-Bz-AW2

Drive actuator

In addition to the obvious necessity to optimize
the measurement actuator, also the characteris-
tics of the drive actuator need to be considered.

In the PB2 system, this actuator is used to ex-
cite the system in the velocity mode and there-
fore its ac characteristics are relevant for
choosing an appropriate current source. These
characteristics are composed of the coil's re-
sistance and inductance as well as its geomet-
rical factor BI, which should not be too high in
order to avoid back EMF. But since the drive
actuator is also used to generate offset forces
in the force mode [3], its B/ should also not be
too small.

References

[1] J. Schleichert, S. Vasilyan, L. Gunther. Magnet
system for the Planck-balance. Engineering for a
Changing World: Proceedings. 59th IWK, II-
menau Scientic Colloquium,Technische Universi-
tat llmenau, (2017)

[2] S.Li, S. Schlamminger. The irony of the magnet
system for Kibble balances — a review, Metrologia
59, 022001, (2022); doi: 10.1088/1681-
7575/ac464a

[3] S. Vasilyan, N. Rogge, C. Rothleitner, S. Lin, I.
Poroskun, D. Knopf, F. Hartig, T. Fréhlich. The
progress in development of the Planck-Balance 2
(PB2): A tabletop Kibble balance for the mass
calibration of E2 class weights. tm - Technisches
Messen, 88(12), 731-756, (2021). doi:
10.1515/teme-2021-0101.

SMSI 2023 Conference — Sensor and Measurement Science International

130



DOI 10.5162/SMSI2023/B6.4

A vertically positionable permanent magnet system
for the Planck-Balance

Johannes Konrad?, Christian Rothleitner?, Jonas Klo3, Thomas Frohlich?
! Physikalisch-Technische Bundesanstalt, Bundesallee 100, 38116 Braunschweig, Germany
1 Technische Universitat limenau, Gustav-Kirchhoff-Stralle 1, 98693 limenau, Germany
Correspondence: Johannes.Konrad@ptb.de

Summary:

The Planck-Balance is a compact version of a Kibble balance, allowing a direct measurement of mass
by means of electromagnetic force compensation (EMFC). Consequently, effects due to deformation
have to be considered. The vertical position adjustment of the magnet relative to the coil, which is dis-
cussed in this article, can reduce many errors, such as errors due to deformations during weighing,
which lead to a non-proportional correlation between the current in the compensation coil and the com-
pensated mass. In the current setup of the Planck-Balance, these relative errors may be up to about
8- 107° the case of a 100 g mass. In addition, there are other problems such as a deviation due to drift
of the zero crossing position as well as a relative bias of the voltage amplitude of the fundamental fre-
quency in the velocity mode, which may also be reduced.

Keywords: planck-balance, force factor, watt balance, kibble balance, mass, kilogram

1. Background and motivation

It would be desirable to be able to determine
masses directly without having to calibrate the
weighing instrument beforehand with other al-
ready calibrated masses. This is possible since
the redefinition of the kilogram. One of the ad-
vantages is that the maximum achievable accu-
racy is no longer limited by the uncertainty of the
calibrated masses [1].

2. Introduction to the Planck-Balance

There are already realized Kibble balances in the
world, but in most cases they are very large and
heavy [2]. In our working group, we are improv-
ing the Planck-Balance, developed in a collabo-
ration between the PTB and TU limenau [3]. The
working principle can be seen in figure 1.

6— /S O_?
° /1 =5
R

3b

oy
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N
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Figure 1: Principle of the modified weighing cell
(Planck-Balance).

The load carrier (4) is suspended from a lever (1)
and is constrained by a parallel guiding mecha-
nism (2.1, 2.2). In the conventional method, the
gravitational force of the mass (6) is compen-
sated by the electromagnetic force of the coil and
permanent magnet system (3b and 3a). The
force equilibrium is verified by using the optical
position indicator (5). In the Planck-Balance, the
load cell was extended by an adapter (9) to
which a second coil (8b) (with a corresponding
stationary permanent magnet system (8a)) is at-
tached. These serve as the new measuring actor
of the Planck-Balance whose functionality will be
described later. Furthermore, a reflector (7) is
mounted to the load carrier, with which its verti-
cal position can be measured interferometrically
in order to determine the force factor Bl of the
voice coil actuator (8b and 8a). Bl describes the
product of B, which is the magnetic flux density
and |, the coil length. It is also a quantification of
the link between the current flowing through the
coil and the Lorentz force acting on it.

3. Influence of elastic deformation

The force factor Bl depends on the position of the
coil and permanent magnet relative to each
other. The vertical dependence of the force fac-
tor of the magnet and coil combination (8a and
8b) to be expected is shown in Figure 2, and was
extrapolated. Its dependence in the measuring
range was determined by weighing the same
mass at different vertical positions (Figure 3). If
a mass is placed on top of the load carrier and
its weight being compensated by means of a
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current flowing through the coil (8b), all compo-
nents involved in the flow of forces are elastically
deformed. In the following, only the coil and its
attachment will be considered. The same applies
to the permanent magnet, but the effect there is
much smaller due to the higher stiffness. Figure
4 shows the displacement of the adapter when
compensating a 100 g mass, calculated by
means of the finite element method (FEM).
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Figure 2: Extrapolated relative deviation of the force
factor from its set/weighing position (z = 0) as a func-
tion of the vertical position z.
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Figure 3: Measuring range of Figure 2, linearly approx-
imated.
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Figure 4: Vertical displacement of the components at
a force corresponding to 100 g (FEM-model).

The average displacement of the coil along its
axis due to the deformation of the adapter is
about 200 nm for a force equivalent to a 100 g
mass. This displacement in turn leads to a
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different vertical position of the coil and thus to a
different effective force factor. In the case of a
mass of 100 g, this results in a Bl-value of about
8.4 -107¢ higher than at the zero position. As-
suming the deformation induced displacement to
be proportional to the force, combined with the
position-dependent force factor described in Fig-
ure 3, this results in a measurement error that
increases linearly with the mass to be weighed.

4. Approaches to reduce the error

Several design changes are to be implemented
into the system, e. g. a magnet holder intended
to enable vertical positioning (Figure 5). The
magnetic circuit (1) is attached to a cylindrical
mount (3), which is located in the guiding cylin-
der (4) so that it is secured against rotation and
can be moved vertically. By turning the adjusting
ring (5), which is coupled to the guiding cylinder
by the connecting piece (6), the magnet can be
moved vertically relative to the coil and its — also
to be manufactured — more rigid holder (2, 7). In
this way the electrical center of the coil is in-
tended to be vertically positioned at the vertex of
the BI-profile — which can be expected to have a
global maximum like in Figure 2 — reducing the
error. A scale on the adjusting ring allows the
magnet to be positioned with a resolution of 10
pum, which is sufficient for our application.

Xﬁ 10 mm
A VA2 3

S ik
@
// 71 5

Figure 2: Sectlonal view of the new magnet holder in-
cluding adjacent parts.

Since the position-dependent Bl may cause
other errors, such as a deviation due to drift of
the zero crossing position in the velocity mode,
an increase in accuracy can be expected. Re-
sults are anticipated to be available at the time
of the conference.
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Summary:

In this contribution we present the concept of photon momentum enabled Sl-traceably made small
force generation and measurements below the conventionally accepted limits. The developed instru-
mentations, the measurement infrastructure and the obtained results demonstrate the advantages of
this concept and further are extended to present the means of systematization of the force measure-
ments covering the range below 10 pN to several tens of nN. The prospects to reduce the relative
measurement uncertainties of small force and small weight measurements are discussed.

Keywords: Photon momentum, small force, small weight, laser power, Planck-balance.

Background

Since the year 2019 the unit of the mass, the
kilogram, in the International System of Units
(SI) [1] is defined by a natural constant, namely
through the fixed numerical value of the Planck
constant. According to the present definition,
the value of the Planck constant is h=
6.62607015%x10734 Js, expressed in base units
kg m2s™' [1]. There exist two well established
methods for practical realization of the kg. One
is based on counting the atoms of a silicon
sphere by X-ray crystal density method (based
on concept of the inertial mass) and later dis-
seminating the value using gravitational mass
measurements. The other is the Kibble balance
(KB) method [2] that exploits the gravitational
force (gravitational mass) and compares the
effective compensation force measured as a
mechanical power with the electrical powers of
the sensor obtained from a two-step experiment
both steps based on electromagnetic interaction
and with direct traceability to macroscopic
quantum effects: the Josephson effect and the
quantum Hall effect. Until now the primary reali-
zation and subsequent key-comparisons are
made only for 1 kg. All other smaller values are
still obtained using conventional accepted
standard methods and instrumentations. Im-
provements/drawbacks have not been seen
while undergoing this big change in mass me-
trology. Since the Sl traceable calibrated force
measurements are directly connected and are
referenced with the mass values including for
very small values, therefore in force metrology
no substantial changes are noticeable as well.
The KB allows to realize methods and deter-
mining a mass of any value in terms of the
Planck constant without the use of any other
mass standard including for lowest levels
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(>1 mg) and for any arbitrary value (e. g. 3.247
g) directly without the need of interpolation be-
tween standard mass values (e.g. 19,29, 5g,
10 g) and for all other derived units such as
force, torque, etc. Therefore, a new class of the
specially designed apparatuses would potential-
ly simplify the calibration procedures and mini-
mize the necessary time and, as a conse-
quence, the respective economic burden. There
exists already a table-top version of KB, e.g.
Planck-Balance 2 (PB2) [3], an apparatus that
allows Sl traceable instrumentation based
standard mass calibrations from 100 g down to
1mg with measurement uncertainties corre-
sponding to the weights of E2 class in air fol-
lowing OIML R 111-1 [4]. At 1 mg the typical
uncertainties are about 0.3% and it grows to
high % as the scale reaches to ug level due to
very well described material and instrumenta-
tion limitations.

Photon momentum method

A complementary method using the photon
momentum generated small forces offers pow-
erful means to test and to reduce the uncertain-
ty of the measurements and characterize in-
strumentations in a Sl-traceable manner. This
method relies on the option to reference the
measured small forces in relation with the mag-
nitude of the measured optical power of lasers
in accordance to the
F= Power(uRL)cose (1)

S

where Power is given by calibrated optical de-
tector, c is the speed of the light, R, is the re-
flectivity coefficient of the mirror on which the
force is generated while laser is impinging and
reflecting from it. The force exerted by a CW
laser source with 1.5 W average optical power
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is equal to 10 nN, which is equivalent to the
gravitational (g) force acting on the approx. 1-
pg-mass piece, to be determined as

F=mg (2)

If highly reflective and well-characterized mirror
is used, a multiple reflection can be created
with negligible optical power loses by which
amplification of forces can be achieved as

N N
(1+Rp)
Z F;= fz Power;,
=1

i=1 i

R v ©)
Z Power; = Power; Z RLi_i

i=1 i=1

For example, a reference force of appox. 10 uN
(1 mg) can be generated with 100 W power and
15-reflections. As a result, a short Sl traceability
chain can be constructed with minimal uncer-
tainty contributing parameters, i.e. combined
uncertainty of the optical power detector and
the reflectivity value of the mirror [5]. Combining
egs. 1 and 2 yields

m = Power 1*R, (4)
c-g

u(m) u(Power) ? u(Ry) z u(g) z
m _J( Power ) +( R, ) +(7) (5)
The value of u(g)/g can be determined by
means of a (free-fall) absolute gravimeter to
approximately 0.2 ppm and below better than
0.01 ppm. The values of u(R.)/ R; for the ultra-
high reflective mirrors in accordance with most
datasheets provided by different manufacturers
varies in the range of 10 ppm to 70 ppm. The
u(Power)/Power typically varies dependent from
absolute magnitude of the applied laser. For
example, in accordance with PTB provided
calibration services for the detector calibration
in reference with primary standard it is approx-
imately 0.1%-0.5% for 100 W and by the use of
state-of-the-art cryogenic primary standards as
low as nW orders of powers can be detected,
with the upper limit typically given for below 1
mW power level with an expanded measure-
ment uncertainty of about 0.002 %.
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Figure 1. Measured forces via photon momen-
tum and referenced by input laser power. [6]
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The u(m)/m known from conventional mass
metrology, from the ‘uncertainties of the weights
of the classes E1, E2, F1, and F2 according to
OIML R111" is not specified below 1 mg that
has already 0.3 % error limits (permissible tol-
erances). Thus, if the photon momentum is
used for generation of forces referenced by
high-precision Sl-traceable conventional meas-
urement methods and converted to mass val-
ues, then better uncertainty can be obtained
both practically and by computations (eq. 5).

In practice, at Institute of Process Measurement
and Sensor Technology in TU limenau, such
measurements are already realized for the
force generation below this 1 mg (10uN) limits
(Fig.1). In upper panel up-to-now measured
maximum forces generated by the input high-
power pulsed lasers of 17W level at 33-
reflection configuration with 75% duty cycle
(10s) operation of periodic on-and-off signal is
presented. In lower panel, the input laser power
during each 10s is modulated by tuning the
pulse width at 250ns, 1.5us, 5us, 10us, and the
corresponding force measurements in case of
21-reflections are shown. The current progress
in referencing the photon momentum generated
forces via optical power measurements of the
input laser is limited to below 0.5% due to yet
existing minor technical implementation prob-
lematics, e.g. proper choice of the laser and
high-reflectivity mirror that should be optimized
for the lasers’ wavelength.

Outlook

Future steps in these developments are di-
rected to implement a comprehensive uncer-
tainty analyzes of the force measurements and
scale calibration using a special apparatus
known as Photon momentum setup that utilizes
at the same time the principle of the KB similar
to PB2 setup [6]. With the setup, preliminary, an
uncertainty of approximately 0.1% for 10 uN,
1 uN, 100 nN force measurements referenced
by photon momentum generated forces are
expected.
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Summary:

A measurement apparatus that uses an electrostatic force generator is being developed at LNE, toward the reali-
zation of small masses and forces in the International System of Units (SI). Two of the main parts are designed, i.e.
a parallelogram balance mechanism, and two capacitance actuators. The balance mechanism is fully monolithic
as well as the two adjustment systems of the electrostatic actuators. Special attention has been paid to the overall

symmetry of the system and to cost efficiency.

Keywords: Balance, electrostatic force, measurement, mass.

Introduction

The principle of the electrostatic balance method for
measuring small forces (range 1 mN to 1 nN) and thus
small masses (range 100 mg to 100 ug) proposed by
[11, [2], can be used to realize mass at the 1 mg level
with a standard uncertainty below 10 ppm [3].

When a voltage V' is applied on a capacitor, an elec-
trostatic force F is generated:

F=-1%y2 1)

where dC/dz is the spatial gradient of the capacitance.
This force can be used to balance the gravity force
acting on a mass artefact m by using a balance mech-
anism. It allows to compare forces along its compliant
axis: to achieve that, one of the electrode of the ca-
pacitor is affixed on the balance mechanism, whereas
the second one is set immobile in laboratory referen-
tial. In a first approximation, the mass value can be
determined as:

1 dc
m =5 (Voir = Ven) (2)

where g is the local acceleration of gravity and Vi
(resp. V) the voltage needed to equilibrate at the z,
altitude the balance mechanism without the mass
sample (resp. with the mass sample).

Determining dC/dz requires translating one of the
electrode of the capacitance (by using the balance
mechanism as a guiding stage, and usually by using
a second capacitance as an actuator) and measuring
C at different z: the value dC/dz at z, is then usually
obtained by a polynomial fit [4].

Mechanical Design of Balance Mechanism

Different systems can be used to build a highly com-
pliant mechanism, with linear or quasi-linear move-
ment and parallel motion linkage, Peaucellier—Lipkin
linkage... have been investigated. At last, a simple
parallelogram has a bunch of desirable feature, as
noted by [5] and is probably the easier to machine, has

only 4 axis of rotation (see figure 1) and deviates only
of 5 ym from a linear trajectory (with the dimensions
describes lower) on a 1 mm vertical travel.

.

Fig. 1. CAD lateral view of the balance parallelo-
gram mechanism. On the left, the vertical segment
(pan) is the one on which gravity and electrostatic
force will be compared. The horizontal arms (swings)
are the actual guiding stage and the right extent of the
swing are used to have a naturally equilibrated sys-
tem, when no electrode is fixed on it. The red dashed
line indicates the parallelogram position at weighing
point (length 100 mm). The inset in the blue square
shows a closer view of one hinge.

Flexures hinges have several key advantages over
other solutions, and monolithic design, with for exam-
ple a wire electrical discharge machining (WEDM),
yields major benefits [5], and notably ensure the align-
ment of this delicate mechanism [6].

The chosen hinges are circular (r = 2.5 mm) with a
thickness t of 40 ym. In order to improve transverse
stiffness without compromise on the torsional stiff-
ness, each hinge is indeed a comprised of two single
hinges of width w 3 mm separated by 34 mm. Being
electro-machined in aluminium EN AW-7075 T651,
each half hinge will have a flexure stiffness of [7]:
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Khalfhinge = 5

”—W\/Z—S= 31-10"3Nmrad~! (3)

with E = 72 GPa the Young’'s modulus. Of course, its
stiffness is slightly modified once the hinge is loaded.

Regarding the dimensions of the whole system, fol-
lowing [5], we have chosen a length b = 100 mm for
each of the arms of the apparatus. Thus the vertical
stiffness of the balance mechanism, comprised of its
eight half hinges will be [8]:

K=b£2=2.5Nm‘1 (4)

The balance mechanism is ready to welcome a spring
system in the near future to lower this stiffness [8].

Capacitance and Adjustment Mechanism

Fig. 2. CAD lateral view of the 5 dof (z not shown on
figure) monolithic adjustment system which will be
used to tune the relative position of the outer electrode
with respect to the inner one.

Fig. 3. CAD sectional general view of the balance
parallelogram mechanism, capacitance and adjust-
ment system, mass pan (red circle) and equilibrium
mass (orange at left). The close up shows a possible
configuration for the mass pan.

In order to weight 100 mg with a voltage of around
1000 V, the dC/dz should be equal to 2 nF/m at the
weighing point. The electrodes are then chosen circu-
lar, the capacitance gradient is then constant and de-
pending only (at first approximation) of the ratio of the
radii of the electrodes R; and R;:

2meEy 5
(%) ®)

To obtain a compact electrode set, we’ve chosen elec-
trodes of 18.00 mm and 18.50 mm of radii. With 30

dc/dz =

DOI 10.5162/SMSI2023/B7.2

mm superposition at the weighing point, the total ca-
pacitance will be 60 pF. The electrodes must be coax-
ial in order to get a constant capacitance gradient.

To achieve that, 2 monolithic adjustment systems with
seven flexure hinges of 0.3 mm thickness can displace
each outer electrode on 5 degrees of freedom (dof)
(see figure 2).

Each adjustment system resolution of 1 ym and 10
pyrad when using microthreaded screws; relative
movements can be followed by capacitives sensors.

Assembly

Each capacitor is directly fixed on the balance mech-
anism (see figure 3), which is itself fastened on an alu-
minum board by a Kelvin connection and 3 springs, in
order to minimize the mechanical stress on balance.

Conclusion

LNE has begun the conception and machining of an
electrostatic force balance, aiming at realizing the
mass unit at the milligram level. The balance mecha-
nism is a monolithic simple parallelogram whereas
the actuator is a cylindrical capacitor with monolithic
adjustment system.

Some parts of the system are already machined and
delivered, and first results should be presented at the
conference.
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Summary:

Determination of a mass in the LNE Kibble balance experiment requires, among other things, a precise control and
knowledge of position and spatial orientation of its major comparator force element : the beam. This paper presents,
with simple geometric assumptions, our automated method to determine, in vacuum, and without any additional
device, the ideal beam setpoint position to use during weighing phase

Keywords: beam, Kibble balance, precision measurements, uncertainty.

Introduction

The Kibble balance principle consists of the compari-
son between virtual electromagnetic and mechanical
powers measured during interlaced static and dy-
namic phases [1], [2].

One requirement for reducing unwanted force during
weighing (or static) phase is to balance the beam as
close to its horizontal position in order to not be sensi-
tive to horizontal parasitic forces. Indeed, the aim of
the static phase is to measure a vertical force F, with-
out bias. However, if a parasitic force F, (horizontal
and parallel to the longitudinal axis of the beam) is ex-
erted at the end of the beam, with a beam separated
from the horizontal by an angle «, a relative biais ¢,
on F, appears [3]:

e, =a (1)

The LNE Kibble balance beam is a single-piece sym-
metrical 100 mm length arms with three double flexure
pivots [4], [5] . Under charge, these three centers of
rotation are aligned by design and therefore define the
segment which is supposed to be aligned with the hor-
izontal during a static phase. The challenge remains
to be able to match this segment with the horizontal
line in order to maintain &5, on the order of 10 ppb.

Experimental conditions

During weighing phase, the weight of a standard mass
m subject to a gravitational acceleration g is balanced
by the Laplace force F, exerted on a coil, immersed in
a magnetic induction field B, in which flows a current
1. The servo control error signal is provided by the ver-
tical position of the beam end, relatively to a fixe point,
measured by a compact commercial interferometer.

At any time the vertical position of the coil is measured
by three interferometers relatively to three points ma-
terialized by the apex of three corner cube reflectors
equally distributed on the perimeter of its circular sup-
port.

In a same way three position sensors based on verti-
cal propagating Gaussian beams intercepted by
screens located at the periphery of the coil support are
used to measure the coil displacement in the horizon-
tal plane (x and y).

Temperature (°C)
21.1004

21.1002
21.1000
21.0998
21.0996

21.0994
0 2 4 6 8 10 12 14 16 18

Temperature (°C)

Time (hour)

Fig. 1. Temperature of the magnetic circuit dur-
ing the experiments

Beam

Rotation axis -

-
-
-

Fig. 2. Schematic view of the experimental set up.
From top to bottom: balance beam, coil suspension,
coil immersed in the magnetic circuit.
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The most stable environmental conditions are re-
quired: the whole balance must have reached, in vac-
uum, a thermal equilibrium, in particular the magnetic
circuit.

Fours heating resistors driven by a regulation system
maintain the temperature of magnetic circuit at a frac-
tion of millikelvins (Fig. 1).

Hypothesis and principle

The method consists in monitoring and relating the
coil displacement with the beam position during a
weighing phase when a low frequency (~5.10-% Hz) si-
nusoidal setpoint is applied to the beam position (Fig.
1). If the coil is hanging vertically and its sensor
Gaussian beams are vertical, then the coil position in
the horizontal plane (x0y), reach an extremum when
the beam crosses its horizontal position. During the
process the beam end path travel is an arc of circle
whose vertical projection is the coil trajectory. Even if
the rotation beam axis is itself tilted with respect to the
horizontal, the trajectory of the coil continues to pre-
sent a turnaround point when the horizontality of the
beam is crossed.

1000 1000
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@
o
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Fit 800

= ®
E'EvUO 600 3
E 3
: E
f 400 400 =
200 200
0 a b 0
0 2 4 6 8 1012 14 16 18-6 -5 -4
Time (hour) x coil (pm)
Fig. 3. a) Low frequency sinusoidal move-

ment of the beam, b) Vertical beam displacement ac-
cording to horizontal coil displacement during a hori-
zontality beam determination. The red horizontal line
shows the horizontal position of the beam end.

Improvements

In usual weighing mode, beam displacement imply
also a vertical displacement of the coil immersed in
the magnetic circuit, therefore, a non-uniform vertical
magnetic field in the explored range, could add a bias
in our measurements. To avoid this issue, the LNE
kibble balance design allows to maintain constant the
vertical position of the coil, despite the beam oscilla-
tion, since the balance beam plus its suspension can
be moved as a single element [2], by activating the
translation stage used in dynamic phase.

Measurements

The beam can be balanced between two mechanical
stops spaced 1 mm apart, the lower one being our po-
sition reference (0 ym). A current is injected and ad-
justed in the coil in order to slowly oscillate the beam
with an 0.8 mm amplitude at the end.

The vertical motor of the translation stage is com-
manded to move in an opposite way to always nullify
the vertical coil motion.

DOI 10.5162/SMSI2023/B7.3

Simultaneously, the three Gaussian beam signals are
acquired with an integration time of 10 s and con-
verted to x and y positions.

Results

Fig.3 shows in its left part, the evolution of the vertical
imposed displacement of the beam end versus time;
in the right part the blue line represents the corre-
sponding measured horizontal excursion of the coil.
As expected, the coil reaches repeatedly (8 times) an
extremum. The caoil trajectory can be locally and fit to
a parabola (orange line) and finally the horizontal
beam position can be extracted (red line), in this case
at 455 pm. Repeated measurements show dispersion
less than 10 ym. Estimation of the uncertainty associ-
ated is still under investigations.

Conclusion

The beam is used in the weighing phase as a force
comparator. It must be aligned with the horizontal to
reduce the contributions of some parasitic forces to
negligible levels. The technique used to carry out this
alignment is a non-perturbative method which allows
an automated determination of the beam horizontally
position, in a mass determination conditions i.e. in
vacuum, and with no additional devices.
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Summary:

Weighing cells with electromagnetic force compensation are frequently used in precision balances and
mass comparators. The kinematic structure is given by a compliant mechanism with concentrated com-
pliances. Thin flexure hinges enable highly reproducible motion but limit the sensitivity to mass changes
due to their rotational stiffness. To achieve the desired sensitivity, the stiffness of the mechanism must
be further reduced by mechanical adjustments. To optimize the adjustment parameters, the initial stiff-
ness of the mechanism needs to be characterized accurately.

For this purpose, a novel self-testing method was developed. It allows accurate determination of the
elastic stiffness of the weighing cell and the geometric stiffness caused by the masses of the linkages.
The method uses static stiffness measurements in three orientations. The gravity vector must be or-
thogonal to the plane of motion to characterize the elastic stiffness. Determining the geometric stiffness
requires the system to be in the working orientation. The upside-down orientation is used to confirm the
results. This paper considers the novel method analytically and simulates using a rigid body model and
the finite element method. The measurement of the stiffness of a weighing cell prototype is taken to
validate the method.

Keywords: weighing cell, electromagnetic force compensation, compliant mechanism, flexure hinge,

stiffness measurement

Introduction

Weighing cells with electromagnetic force com-
pensation are frequently used in precision bal-
ances and mass comparators due to their high
measurement resolution and robust behavior [1].
The kinematic structure of the weighing cell is a
compliant mechanism with concentrated compli-
ance. It enables highly reproducible behavior
and high sensitivity to mass changes on the
weighing pan. Due to technological manufactur-
ing limits [2] of the thin flexure hinges, stiffness
adjustment is required to achieve the desired
specifications. To optimize the adjustment, the
initial stiffness of the mechanism must be known
accurately. For this purpose, a novel measure-
ment method was developed. It allows a self-
testing characterization of the elastic and geo-
metric stiffness by measurements in three orien-
tations.

State of the Art

There are several methods for determining the
stiffness of mechanical structures or compliant
systems. They can be divided into three main
categories: dimensional methods, dynamic ex-
perimental methods, and static experimental

methods. The dimensional methods use the di-
mensions and the material properties of the
mechanism to calculate its stiffness. However,
they have high overall uncertainty. Dynamic ex-
perimental methods measure the natural fre-
quency or thermal noise, from which the stiffness
can be determined. As a prerequisite, the mov-
ing masses need to be known. Uncertainty in the
range of 10% to 25% can be estimated [3]. Static
experimental methods achieve the lowest meas-
urement uncertainties of less than 5% [3]. The
stiffness can be determined by measuring the
force-displacement curve for example with a ref-
erence balance [4], a reference spring, or a cali-
brated actuator [5].

Determination Principle

Trim masses are typically used to reduce the
stiffness of a weighing cell [6]. When selecting
the adjustment parameters, the intrinsic mass of
the linkages is often neglected. This leads to
complicated readjustment to achieve minimal
stiffness.

The developed method precisely characterizes
the elastic and geometric stiffness of the mecha-
nism and enables optimal adjustment. Static

SMSI 2023 Conference — Sensor and Measurement Science International

139



DOI 10.5162/SMSI2023/B7.4

a) g C b) 5

40 ® 0 4o

G —->

S—e O

vy G- . y

SEEDGRLE 5 [

SA D SA

Fig. 1.

stiffness measurements in three orientations of
the system are carried out. The horizontal orien-
tation (see Fig. 1. a)) is used to determine the
pure elastic stiffness Cw,e of the mechanism. The
gravity vector g is orthogonal to the plane of mo-
tion. Thus, there is no impact by linkage masses,
i.e. no geometric stiffness. Characterizing the
stiffnress Cmw in the working direction
(see Fig. 1. b)) includes the elastic and the geo-
metric stiffness. The geometric part Cm,g of the
stiffness can be calculated from Equation (1).

CM,g= CM,W' CM,e (1)

The upside-down orientation (see Fig. 1. c)) is
used to verify the results. The measured stiff-
ness Cwmu includes a reversed impact by linkage
masses. Thus, equation (2) can be applied to
confirm the determined values.

CuwtC
Cwme= w 2)

These equations are valid only for minimal de-
flections. This corresponds to the applications.
Larger deflections would lead to a significant dif-
ference in the geometric stiffness Cmgw, in the
working orientation and the geometric stiffness
Cwm,g.u in the upside-down orientation due to the
nonlinearity of the torque-angle characteristic of
the geometric stiffness.

Simulation and Measurement Results

Rigid body and finite element simulations of a
demonstrator were carried out to determine the
elastic stiffness in the horizontal orientation and
geometric stiffnesses in the working and the up-
side-down orientation. The simulation results
(see Tab. 1) verify the analytical considerations.

Tab. 1: Comparison of elastic and geometric stiffness.

CM,e CM,g,w CM,g,u

/(Nm-) | /(Nm-") | /(Nm™)
Rigid body
model 50.57 -0.84 +0.85
Finite element
method 50.58 -1.29 +1.31
Measurement 36.58 -1.84 +1.75
results® +0.27 +0.26 +0.33

*Standard deviations k = 1.
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Orientations required for the stiffness determination method. a) Horizontal. b) Working. ¢) Upside-down.

Deviations in geometric stiffness result from con-
sidered deformations of the frame and numerical
errors in the finite element model. Experimental
results confirm the method as well (see Tab. 1).
Differences in the absolute values result from di-
mensional deviations of the manufactured joints.

Summary and Outlook

This paper presents a novel self-testing method
for determining the stiffness of weighing cells. It
uses static force-displacement measurements in
three orientations to characterize the elastic and
geometric parts of the stiffness. The method was
considered theoretically and validated by simu-
lations and measurements.

As a next step, a metrological model will be elab-
orated using the guide to the expression of un-
certainty in measurement (GUM). The measur-
ing setup used will be optimized to further reduce
uncertainty. Additionally, the investigations will
be repeated with comparable force measure-
ment applications.
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Summary:

The world is changing. Measurements are everywhere. As sensors are embedded into everyday prod-
ucts and electronics, the importance of sensors that give “the right answer” or “none at all” is of growing
importance. The traditional role of the national metrology institute (NMI) is also changing with the 2019
revision of the international system of units. This revision removed long-standing artifact-based stand-
ards in favor of fundamental constants of nature. Sensors that are built on fundamental physics, con-
stants of nature, and in many cases quantum-based systems will open a new paradigm for metrology.
NIST has developed the “NIST on a Chip” program with a far-reaching vision that the future of metrology
will be based on a new suite of sensor technologies that effectively removes the need for calibration
instruments or artifacts to be returned to the NMI for periodic recalibration. This will be due to the
inherent stability of these sensors that ideally will be small, compact, take advantage of nanomanufac-
turing, nanophotonics, future development of on-chip lasers, frequency combs, photon sources and de-
tectors, etc. This paper will briefly discuss the promise for sensors and standards of pressure, vacuum,
temperature, electric field, mass, force, and torque.

Keywords:

NIST on a Chip, NOAC, pressure, vacuum, cold atoms, fixed length optical cavity, Fabry Perot, quan-
tum, nanophotonics, national metrology institute, temperature metrology, thermometry, photonics, Ry-
dberg atoms, electrometry, revised SlI, radio frequency, sensing, communications, Kibble balance, re-
vised SI, force measurements, torque measurements

measurement? What will be the NMI role for
quality systems and measurement assurance for
these new quantum-based systems? [1] This pa-
per will briefly review several emerging technol-
ogies for measurements of pressure, vacuum,
temperature, electric fields, mass, force and
torque. These methods are viewed through the
redefinition of units that occurred in 2019 and the
overall viewpoint of potential impact to the NIST
on a Chip (NOAC) program.

Introduction

The role of NIST as a National Metrology insti-
tute (NMI) is changing due to a world-wide re-
definition of units that occurred on May 20th,
2019. The re-definition of units is now aligned
with physical constants of nature and fundamen-
tal physics which has now opened new realiza-
tion routes with quantum-based sensors and
standards. The NIST on a Chip program (NOAC)
is strategically positioned to take advantage of

this change. The re-definition of the Sl units en-
ables new ways to realize the units for the pascal
(pressure and vacuum), the kelvin (tempera-
ture), and the kilogram (mass). These quantum-
based systems, however exciting, do raise new
challenges and several important questions.
Can these new realizations enable the size and
scale of the realization to be miniaturized to the
point where it can be imbedded into everyday
products? What will be the role of metrology in-
stitutes in this new ecosystem of metrology and

Pressure

The next generation of pressure standards will
provide a new route of Sl traceability for the pas-
cal. By taking advantage of light interacting with
a gas the pressure-dependent refractive index of
helium can be precisely predicted from funda-
mental, first-principles quantum-chemistry calcu-
lations. This enables a new route for realizing
the pascal which has now been demonstrated.
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From a metrology standpoint, the new quantum-
based Sl pascal will move us from the classical
force/area definition to an energy density (joules
per unit volume) definition. Should the technique
be further miniaturized, it will lead to a revolution
in pressure metrology, enabling a photonics-
based device that serves both a gas pressure
sensor and a portable gas pressure standard all
in one. In the future, the mercury barometer will
be replaced with a new standard based on quan-
tum chemistry calculations.

Figure 1: Fixed Length Optical Cavity developed under a CRADA
(Collaborative Research and Development Agreement) with MKS In-
struments. The FLOC will enable the replacement of artifact-based
mercury manometers world-wide. Photo courtesy of MKS Instru-
ments.

The new method relies on a pair of optical cavi-
ties, each consisting of a set of mirrors on a
spacer with the gas/vacuum filling the space be-
tween the mirrors. To improve upon this design,
the reference cavity is always kept at vacuum to
help eliminate noise and other systematic errors.
This device, referred to as a Fixed Length Opti-
cal Cavity (FLOC), is shown in Figure 1. The
FLOC is made of a glass with Ultra-Low thermal
Expansion (ULE) to prevent changes in interfer-
ometer length with temperature. The upper cav-
ity consists of a slot to allow gas to easily flow in
and out, whereas the reference cavity is a hole
drilled through the glass block and sealed at ei-
ther end via mirrors.[2-5] The FLOC shown in
Figure 1 was developed under a CRADA (Col-
laborative Research and Development Agree-
ment) between NIST and MKS Instruments.

Vacuum

For vacuum measurements, NIST efforts to de-
velop a new vacuum standard for measuring and
understanding the pascal at the lowest pres-
sures is underway. To achieve this, the Cold-
Atom Vacuum Standard (CAVS) has been de-
veloped which uses a cold atom trap to sense
pressure. [6] Since the earliest days of neutral
atom trapping, it has been known that the back-
ground gas in the vacuum limits the trap lifetime
(the characteristic time that atoms remain
trapped). NIST is taking advantage of this well-
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known effect to create a quantum-based stand-
ard and sensor for vacuum measurement.

Figure 2: NIST CAVS table-top prototype version with a cloud of
trapped Li atoms.

Because the measured loss-rate of ultra- cold at-
oms from the trap depends on a fundamental
atomic property (the loss-rate coefficient, related
to the thermalized cross section) such atoms can
be used as an absolute sensor and primary vac-
uum standard. Researchers have often ob-
served that the relationship between the trap life-
time and background gas can be an indication of
the vacuum level, and several research groups
have pursued using cold atom traps as vacuum
sensors. [8,9] However, an absolute vacuum
standard, sufficient for use as an international
standard, has not yet been realized. To do this
requires rigorous attention to all potential error
sources, from both the atomic perspective and
the vacuum perspective. Moreover, a primary
CAVS requires the collision cross section be-
tween trapped ultra-cold atoms and the back-
ground gas to be traceable to an ab initio theo-
retical determination. NIST has built a labora-
tory-scale CAVS apparatus, developed the
measurement scheme, and done preliminary
theoretical calculations, all of which show prom-
ising early results. In addition, NIST is develop-
ing a small, portable version that uses a grating-
based trap (shown in Figure 2) that will eventu-
ally enable users to realize and measure vacuum
pressures in their lab without relying on cali-
brated sensor artifacts.

Temperature

For temperature measurements, NIST efforts to
develop a method of measuring temperature us-
ing a photonic-based method are underway.
Temperature measurements and sensors play a
crucial role in various aspects of modern tech-
nology ranging from medicine and manufactur-
ing process control to environmental borehole
monitoring. Among various temperature
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measurement solutions, resistance-based ther-
mometry is a time-tested method of disseminat-
ing temperature standards. [10]

Figure 3. Silicon photonic crystal cavitythermometer
fabricated at NIST

Although industrial resistance thermometers can
routinely measure temperatures with uncertain-
ties of 10 mK, their performance is sensitive to
multiple environmental variables such as me-
chanical shock, thermal stress and humidity.
These fundamental limitations of resistance ther-
mometry, as well as the desire to reduce sensor
ownership cost, have ignited a substantial inter-
est in the development of alternative tempera-
ture measurement solutions such as photonics-
based temperature sensors [11,12]. These sen-
sors are Fabry-Perrot cavity type silicon photonic
devices that are based on a Photonic Crystal
nanobeam Cavity (PhCC), whose high-Q reso-
nant frequency mode is highly sensitive to even
ultra-small temperature variations. Measure-
ment results show the NIST photonic nanother-
mometers can detect changes of temperature as
small as sub-10 pK and can achieve measure-
ment capabilities that are on-par or even better
than the state-of-the-art platinum resistance
thermometry.

Electric Field Measurements

Absolute measurements of electric fields are vi-
tal in various applications, such as precision me-
trology, communications, and sensing. However,
measuring the electric field's strength accurately
is a challenging task due to the lack of reliable
calibration standards. The traditional calibration
methods rely on accurate measurements of the
geometry of the sensing probe and a chain of
calibrations to determine absolute field strength
with an order of 5 % uncertainty. NIST is devel-
oping an alternative approach that utilizes
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Rydberg atoms for measuring electric fields with
improved accuracy and simplicity.

Rydberg atoms made with alkali atoms such as
rubidium have a single valance electron which
enables the accurate calculation of the quantum
mechanical response of these atoms to radio fre-
guency electric fields. The researchers employ a
spectroscopy technique known as electromag-
netic induced transparency (EIT) and a resonant
effect known as Autler-Townes (AT) splitting to
measure the Radio Frequency (RF) field
strengths exposed to the atoms [13].

The Rydberg atom-based technique provides a
direct traceability path for RF electric field
strength to be determined directly from funda-
mental units of the SI, namely the Planck con-
stant accomplished through the calculable re-
sponse of the atoms given by the dipole moment
and dictated by quantum mechanics.

Using this technique, Rydberg atom sensors
have been shown to achieve sensitivities down
to 5 yVm-1Hz-12 [14] and as receivers of ampli-
tude, frequency, and/or phase modulated sig-
nals [15,16].

Mass, Force and Torque

The reciprocity in Maxwell’s equations that
Bryan Kibble saw in 1975 [17] proved to be a
powerful principle for high-precision metrology
and allows the precise comparison of electrical
power to mechanical power with relative uncer-
tainties close to 1 part in 108. With the 2019 re-
definition, the kilogram (kg) is now defined in
terms of the Planck constant. This eliminated
the artifact-based standard for mass. NIST has
built systems based on the Kibble principle
[18,19] that are high accuracy, full laboratory
scale instruments. With the 2019 redefinition,
NIST is now showing that the Kibble principle
has fantastic potential be useful in mass-pro-
duced devices for mass, torque, and force. NIST
has developed table-top prototype instruments
that calibrate mass, force, and torque using Kib-
ble’s principle. For the torque project, NIST rese-
archers have shown the performance on a de-
vice that can measure torques ranging from or-
der 1 mN-m to 18 mN-m.

Conclusion

Sensors that are built on fundamental physics,
constants of nature, and in many cases quan-
tum-based systems are being developed world-
wide at National Metrology Institutes. NIST has
developed the NIST on a Chip program with a
long-term vision that the future of metrology will
be based on a new suite of sensor technologies.
While the example technologies discussed in
this paper are emergent, NIST has
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demonstrated several tabletop versions. Should
these be further developed by industry, reduced
in size, weight and power and integrated into
commercial products, a new paradigm will
emerge that will reduce or eliminate the need for
instrument recalibration. This will be due to the
inherent stability of these sensors that ideally will
be small, compact, take advantage of other
quickly developing fields and technologies, in-
cluding nanomanufacturing, nanophotonics, fu-
ture development of on-chip lasers, frequency
combs, photon sources and detectors, to name
a few.
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Summary:

Absolute electric field measurements present a “chicken-and-egg” situation where calibration of field
probes relies on accurate knowledge of the field while precise determination of the field involves meas-
urements with a calibrated probe. Metrology institutes overcome this dilemma by employing careful ge-
ometric measurements, Maxwell’s equations, and a long chain of calibrations to determine absolute field
strength with order of 5% uncertainty. We describe an alternative approach using Rydberg atoms that
ties radio frequency electric field strength to Planck’s constant through calculable quantum properties
of the atoms for improved accuracy and simplicity. In addition to improved calibrations, Rydberg atom

probes can be used as sensors and receivers for a wide swath of applications that we describe.

Keywords: Rydberg atoms, electrometry, revised Sl, radio frequency, sensing, communications

Introduction

Rydberg atoms are highly excited atoms with
high sensitivity to electric fields making them at-
tractive for measurements and sensing. By se-
lecting alkali atoms, like rubidium (Rb) or cesium
(Cs), which have a single valance electron, we
can accurately calculate the quantum mechani-
cal response of these atoms to incident radio fre-
quency (RF) electric fields. We employ a spec-
troscopy technique known as electromagnetic
induced transparency (EIT) and a resonant ef-
fect known as Autler-Townes (AT) splitting to
precisely determine RF field strengths radiated
onto the atoms [1]. These techniques and some
use cases are described in this paper.

One-Step Traceability with EIT/AT

We begin with a vapor cell filled with room tem-
perature alkali atom vapor. A probe laser, reso-
nant with the transition between the ground state
|1) and first excited state |2) of the atoms is
strongly absorbed as it propagates through the
vapor cell before being measured by a photode-
tector as depicted in Fig. 1. Due to the motion of
the room temperature atoms state, the resonant
absorption line is broad, on the order of 100s of
MHz as depicted in Fig 2. However, a narrow
<10 MHz transmission window can be induced
by applying a second (coupling) laser that is res-
onant with state |2) and a Rydberg state |3) and
produces EIT.

©

alkali Rydberg
atoms

¥ PD DM | o | \Mirror
| | N

Atomic vapor cell

RF
(MHz to THz)

Coupling laser Probe laser

Fig. 1. Diagram of the electric field measurement
setup. PD-photodetector, DM-dichroic mirror.

By using the coupling laser to excite the atoms
to a Rydberg state, an RF field can be applied
that is resonant with state |3) and a second Ry-
dberg state |4) causing the EIT spectral line in
Fig. 2 to split, an effect known as AT splitting.
The frequency separation Af between the split
AT lines is directly proportional to the amplitude
of the incident RF electric field |E| with g, the
atomic dipole moment of the RF transition, and
h, Planck’s constant, as proportionality con-
stants: |E| = (h/g) Af.

This splitting is valid for a wide range of RF fre-
guencies, from MHz to THz, and the resulting
field measurement can be completed with 1%
uncertainty [2]. Very strong RF fields (>10 V/m)
cause an additional Stark shifting effect that
goes as |E|? and require a more complicated
Floguet analysis [5]. Very weak fields
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(<10 mV/m), on the other hand, induce splitting
that is not resolvable, but a linear response can
still be achieved by applying a second RF field
as a local oscillator (LO) detuned from the test
field by an intermediate frequency (IF) on the or-
der of kHz. When the frequency of probe and
coupling lasers is locked, the photodetector sig-
nal turns into a sine wave at the IF with an am-
plitude and phase that is proportional to the test
RF field [6]. Using this technique, Rydberg atom
sensors have been shown to achieve sensitivi-
ties down to 5 pWm-1Hz¥2[7] and as receivers of
amplitude, frequency, and/or phase modulated
signals [9,10].

|4

Probe and
Coupling lasers,
RF off

IRF field
13

Coupling laser

N e

RFon Probe laser
Probe laser only _—|1)

-100  -50 0 50 100
Probe Laser Detuning (MHz)

Probe Transmitted Power (a.u.)

Fig. 2. EIT signal with Doppler background as probe
laser frequency is detuned. Frequency separation be-
tween the two peaks generated when the RF field is
on provides a traceable measurement of the RF elec-
tric field strength.

Rydberg atoms for sensing and receiving

In the AT splitting regime, the Rydberg atom-
based technique provides a direct traceability
path for RF electric field strength to the funda-
mental units of the SI, namely Planck’s constant,
through the calculable response of the atoms,
the dipole moment g, dictated by quantum me-
chanics. Not only is this an excellent tool for field
strength metrology, but the Rydberg atoms also
turn out to be useful in sensing, communications,
and RF power metrology.

At NIST, we have demonstrated the use of Ry-
dberg atoms for in situ, traceable measurements
of power in waveguide [11], voltage reference
measurements [12], and determination of the an-
gle of arrival of an over the air test signal [13].
We have studied a scheme that extends the sen-
sitivity of the Rydberg atoms to lower, few MHz,
RF frequencies by applying an additional GHz
field to engineer the desired Rydberg atom re-
sponse [14]. Dressing the atoms with other RF
fields also allows us to stretch the resonant AT
behavior over a continuous range of RF frequen-
cies [15]. Most recently, we have demonstrated
an interferometric technique that enables detec-
tion of RF phase without the need for an RF LO
[16]. Rydberg atom-based receivers operate
over an extremely wide band of RF frequencies
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(MHz to THz). They also can be electrically
small, and the dielectric sensor head minimizes
scattering of the incident field. These features of
Rydberg atoms are unlike classical antennas.

Conclusion

We define the benefits of using Rydberg atoms
for one-step traceability for sensing RF electric
fields. In addition, we review many other appli-
cations that are under investigation at NIST us-
ing these atoms, highlighting the unique fea-
tures of this measurement system as compared
to classical antennas.
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Summary:

We report on the development of the next-generation photonics-based thermometry at National Insti-
tute of Standards and Technology (NIST). We provide details on design, fabrication, and performance
of ultra-high resolution photonic thermometers. Our device shows a noise floor of sub-10 puK when
measured at water triple point and gallium fixed-point cells, demonstrating the potential for photonic
thermometry that is on-par or even better than the state-of-the-art resistance thermometry.

Keywords: temperature metrology, thermometry, photonics

Introduction

Temperature measurements play a crucial role
in various aspects of modern technology.
Among various temperature measurement solu-
tions, resistance-based thermometry is a time-
tested method of disseminating temperature
standards [1]. Although industrial resistance
thermometers can routinely measure tempera-
tures with uncertainties of 10 mK, their re-
sistances drift over time due to sensors’ sensi-
tivity to multiple environmental variables. These
fundamental limitations of resistance ther-
mometry, as well as the desire to reduce sensor
ownership cost, have ignited a substantial in-
terest in the development of alternative temper-
ature measurement solutions such as photon-
ics-based temperature sensors [2]-[4]. Here we
present the results of our efforts at NIST in de-
veloping novel on-chip integrated silicon pho-
tonic temperature sensors with a nanoscale
footprint and ultra-high resolution as an alterna-
tive solution to legacy resistance thermometers.
These nanophotonic sensors operate in tele-
com frequency range and have a high-quality
(high-Q) resonant frequency mode that is highly
sensitive to even ultra-small temperature varia-
tions. We present a direct comparison of our
photonic thermometers to Standard Platinum
Resistance Thermometers (SPRT), the best-in-
class resistance temperature sensors used to
disseminate the International Temperature
Scale of 1990. Our preliminary results indicate
that our photonic thermometers are capable of
detecting changes of temperature as small as
sub-10 pK and can achieve measurement ca-
pabilities that are on-par or better than state-of-
the-art resistance thermometry.

Device design, fabrication, and packaging

The integrated photonic thermometers de-
scribed in this work are silicon photonic crystal
cavity (Si PhCC) nanoresonators that have a
very sharp resonance optical mode in their
transmission spectra [3]. The mode frequency
shifts with temperature due to high thermo-optic
coefficient of silicon [5] and can be used to
trace temperature variations with high precision.
Our photonic thermometer features Fabry-Perot
cavity that is shaped out of two symmetrical
photonic crystals (Fig. 1). To design photonic
crystal cavity we follow a deterministic ap-
proach of Ref. [6] with additional optimization.
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Fig 1: SEM image of silicon photonic thermome-
ter. The insert shows the resonant absorption
peak of the sensor.

The photonic chip with integrated silicon
photonic thermometers was fabricated at the
NIST NanoFab facility [7]. The integrated sen-
sors were patterned on silicon-on-insulator sub-
strate. The substrate consists of 220 nm-thick
silicon, 3 ym-thick buried silicon dioxide, and
670 um of silicon handle. The devices were
patterned via electron-beam lithography fol-
lowed by inductively coupled plasma reactive
ion etch (ICP RIE) of the patterned topmost
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silicon layer. After the ICP RIE etch, devices
were top-cladded with a silicon dioxide layer
with a thickenss of 1500 nm . After device fabri-
cation, we fiber-coupled the photonic chip on a
custom-built photonic chip packaging station by
bonding a v-groove fiber array to the in-
put/output ports on the chip using ultraviolet
light curable adhesive. The fiber-coupled device
was then placed in a sheath tube and sealed
under inert gas.

Results

The fabricated photonics thermometer has a
resonance peak at =1540 nm wavelength at
300K and a temperature sensitivity of
~67 pm/K. The photonic thermometer is interro-
gated using a telecom tuneable laser and a
laser dither locking technique. To realize a dith-
er lock a laser frequency is modulated via a
low-frequency laser current modulation. When
the laser frequency is close to the photonic
crystal cavity resonance, the frequency modula-
tion produces an amplitude modulation of the
photodiode signal. A transmission signal from
the cavity is sent to a phase-sensitive detector,
which transforms this modulation signal into a
derivative signal. The produced “error” signal is
used in a feedback loop to adjust the laser fre-
quency to constantly track the PhCC resonance
shift. Once a laser lock is realized, the laser
frequency is locked to the top of the fringe of
photonic crystal cavity resonance. Whenever
the PhCC resonance frequency shifts due to
external temperature variations, the laser fre-
quency is automatically adjusted via a feedback
loop.

1004
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Fig. 2: Allan deviation plot of photonic thermome-
ter TP-W and TP-Ga.

To access sensor's performance, we cali-
brated our photonic thermometer against two
fixed-point cells with phase-transition tempera-
tures defined within the International Tempera-
ture Scale of 1990 (ITS-90): the triple-point of
water (TP-W, 273.16 K) and the triple-point of
gallium (TP-Ga, 302.9166 K). These two tem-
peratures bracket the most frequently used
range of ITS-90 [9]. The resonance frequency
of the photonic thermometer changes monoton-

DOI 10.5162/SMSI2023/C1.3

ically with temperature. Calibration of the reso-
nance frequencies at the two fixed-point tem-
peratures allows the thermometer to make ab-
solute temperature measurements referenced
to the ITS-90 temperature scale. The measured
noise floor for TP-W and TP-Ga are at the
10 pK level (Fig. 2).

Conclusion

In conclusion, we fabricated an ultra-sensitive
photonic temperature sensor and demonstrated
its performance at TP-W and TP-Ga in water
and gallium fixed-point cells. The photonic
thermometer shows a noise floor below 10 uK
and is comparable to the performance of SPRT.
Moreover, the photonic thermometer is more
robust against mechanical shock and tempera-
ture stress than SPRTs. The results from this
study show the potential for photonic thermom-
eters to serve as future standards for the dis-
semination of ITS-90 to commercial calibration
laboratories and as transfer standards for inter-
national measurement comparisons between
National Metrology Institutes.
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Summary:

Many technologies contributed to the 2019 revision of the international system of units. Notable is a

mechanical apparatus, the Kibble balance. It allows the precise comparison of electrical power to me-
chanical power with relative uncertainties close to 1 part in 108. Here, we show the basic principle of this
device and discuss several exciting future applications.

Keywords: Kibble balance, revised Sl, force measurements, torque measurements

Introduction

In 1975, Bryan Kibble, a metrologist at the Na-
tional Physical Laboratory in the UK, had an in-
sight [1] that would eventually lead to the revision
of the international system of units (SI) in 2019.
As is the case with many eureka moments, in
hindsight, they are obvious, but they solve a
long-standing problem. In this particular case,
Kibble’s ideas allowed us to obtain precisely the
force of a current-carrying wire in a magnetic
field, an almost century-old struggle at the time.
And precise it is. The world’s best measure-
ments utilizing Kibble’s idea have relative uncer-
tainties of 1 part in 108. Clearly, such a powerful
insight must be treasured and understood. An
explanation is attempted below.

Kibble’s idea in a nutshell

The energy of a coil in a magnetic flux density,
B, is given by the number of turns, N, times the
current, I, encircling the area of the coil, 4, or

E = NIBA. (1)

Note, the product BA is the flux through the coil
opening, abbreviated as ¢ = BA. From eq. (1),
the forces and torques on the coil can be ob-
tained by the partial derivatives in the corre-
sponding direction. So, for example, the force in
the z direction is given by

% N2

E,=-2= :
z 0z 0z

)

Even in 1975, this was nothing new. People have
tried to measure forces using eq. (2), but the
problem is that the product BA is difficult to know
precisely. Absolute measurements of B are cum-
bersome and what exactly is the open area of a
coil, A? Even if the coil is made from a single

layer how much of the wire diameter must be
considered to calculate A?

Kibble noticed that the flux through the coil ap-
pears in another equation, Faraday’s law of in-
duction,

a¢

U=-N22
dt

3)

Here U is the electromotive force (EMF) that ap-
pears at the open-ended leads of a coil as the
flux through the coil varies with time. Now as-
sume, the coil is moved, by some undescribed
mechanism, through a magnetic field that is con-
stant in time but not in space in a purely vertical
trajectory, the time derivative can be replaced in
the following way,

¢

%E_—N—UZ. (3)

U=-— =
dz dt 0z

By measuring the induced EMF and the vertical
velocity, v,, the derivative of the flux can be ob-
tained. What makes the idea powerful is that
both quantities can be measured easily and pre-
cisely.

Eliminating the flux integral in eq. (2), yields
1U

v,

F; 4)

In the section above, we worked an example in
the vertical direction, as is the case in the Kibble
balance. The theory works, of course, in all di-
rections and even for rotational motion. The
torque, N,, about an axis x can be measured us-

ing
N, =—. (4)
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In eq. (4), w, is the angular velocity about the
same axis while U is measured.

Work at the National Institute of Standards
and Technology (NIST)

In the 2010s, a Kibble balance for a nominal
mass of 1 kg was built with the purpose to aid the
international effort to revise the Sl and to be-
come the primary mass standard of the United
States after said revision [2]. This Kibble balance
produces measurements with competitive uncer-
tainties for masses ranging from 50 g to 2 kg [3].

After the 2019 revision of the SlI, the big Kibble
balance remains operative, and research has
expanded to table-top-sized Kibble balances.
Figure 1 shows one such balance, KIBB-g2. This
balance has a load capacity ranging from 500
mg to 20 g. The goal is to measure these masses
with relative uncertainties of 1 x 1075,

Fig. 1. . Photograp
that fits on a table and can be used to measure gram-
level masses. Photo credit: Curt Suplee/NIST.

Furthermore, we have started a new project aim-
ing to build a device that can calibrate torque.
Our first model can calibrate torques of order 18
mN-m with relative uncertainties of order 1073,

A xylophone of devices

The big Kibble balance at NIST has shown to be
able to measure masses within a factor of 40. If
one is willing to incur larger uncertainties, that
range can be stretched to about 100 or two dec-
ades. Hence, to cover the range from 1 mg to 1
kg, about three Kibble balances are necessary.
For the smaller masses, below 30 mg, the mag-
netic force on a current-carrying coil is too strong
and it is better to use the force between two

DOI 10.5162/SMSI2023/C1.4

charged capacitor plates. To cover the desired
range mentioned above one would need one
electrostatic balance and three Kibble balances.

Fig. 1. The electronic NIST torque realizer. A device
that calibrates torque watches at torque levels of 1 Nm
with relative uncertainties of 10-3. Photo credit: Curt
Suplee/NIST.

For the torque project, we have shown the per-
formance on a device that can measure torques
ranging from order 1 mN-m to 18 mN-m. The
next step is to build devices for larger torque
ranges.

Conclusion

The reciprocity in Maxwell’s equations that Kib-
ble saw proved to be a powerful principle for
high-precision metrology. However, these prin-
ciples could be useful in mass-produced de-
vices. We have shown table-top instruments
that can calibrate mass, force, and torque using
Kibble’s principle.
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Measurement Science in Psychology: Prospects for New SI Units

William P. Fisher, Jr.

Could the instruments of psychology and the social sciences be tuned to common scales? How might
humanity’s relationships with the earth be harmonized for diverse ensembles? Can different tuning
systems inform different cultural perspectives? In what ways might people, communities, and nations
make beautiful music together, creatively improvise bent and blue notes played out in jazzy, swinging,
and rocking social, economic, and political organizations?

L. L. Thurstone was a former electrical engineer turned psychologist who made foundational

contributions to measurement theory and practice. In an article published in 1928, Thurstone wrote:
"One crucial experimental test must be applied to our method of measuring attitudes before it can
be accepted as valid. A measuring instrument must not be seriously affected in its measuring
function by the object of measurement. To the extent that its measuring function is so affected,
the validity of the instrument is impaired or limited. If a yardstick measured differently because
of the fact that it was a rug, a picture, or a piece of paper that was being measured, then to that
extent the trustworthiness of that yardstick as a measuring device would be impaired. Within the
range of objects for which the measuring instrument is intended, its function must be independent
of the object of measurement."

And so, Thurstone held that, in psychological measurement:
"If the scale is to be regarded as valid, the scale values of the statements should not be affected by
the opinions of the people who help to construct it. This may turn out to be a severe test in
practice, but the scaling method must stand such a test before it can be accepted as being more
than a description of the people who construct the scale."

This article has been cited in peer-reviewed research over 3,200 times. Thurstone's description of a

principle of substantive unit amounts that add up in a way usefully represented by numbers set the stage

for many later developments in psychological and social measurement. Rasch (1960, 1961), in particular,

formalized Thurstone's ideas in individual-level models based on a parameter separation theorem, where

the observed score is both necessary and sufficient to estimation (Andersen, 1977; Andrich, 1978, 2010;

Fischer, 1981).

Rasch’s work has formed the basis of recent collaborations of metrologists and psychometricians spelling
out the terms of how measurement models, methods, concepts, and unit standards could be unified across
the sciences (Cano, et al., 2019; Fisher & Cano, 2023; Mari & Wilson, 2014; Mari, Wilson, & Maul,
2021; Pendrill, 2014, 2019; Pendrill & Fisher, 2015).

Rasch's models for measurement are notable for:

¢ extending the implicit mathematics of everyday language into explicitly mathematical language
in much the same way this was accomplished in the natural sciences;

¢ having the same mathematical form as many laws of nature, including intriguing implementations
of multivalued quantum logic and nonequilibrium evolutionary processes;

e reproducing physical measurements of mass, length, and density from ordinal observations;

e estimating the same quantities as metrological methods when applied to the same data;

e being recognized by metrologists as paradigmatic of measurement;

e integrating explanatory models' theoretical predictions with experimental tests of units defined as
retaining their properties across samples and instrument configurations;

e being applied in tens of thousands of published research articles;
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e ensuring the defensibility of hundreds of millions of admissions, graduation, licensure, and
certification decisions over the last 50 years and more;

e humanizing and personalizing quantitative psychology and social science by relating
measurement to the fulfillment of educational, career, and health goals; and

e supporting, perhaps unexpectedly to most, a human, socially progressive, aesthetic, ethical,
economical, and environmentally sustainable epistemology of science.

Tuning the instruments of psychology and the social sciences to common scales offers hopeful
possibilities for harmonizing relationships in creative ways that do not reduce beauty and meaning to
homogenized uniformity but instead open onto new playful improvisations and soulful innovations.

These points will be briefly elaborated in a presentation, and will be supported with referenced sources
for those wishing to pursue their own interests in the relevant models and methods.
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Development of a conductive MEMS-SPM for
nanoelectrical characterisation of nanostructured materials
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Summary:

A conductive MEMS based scanning probe microscope (MEMS-SPM) has been developed to meas-
ure the mechanical and electrical properties of nanostructured materials including nanopillars and
nanowires for energy harvesting devices. The MEMS-SPM features an integrated AFM cantilever
gripper, with which various conductive AFM probes can be used as tactile stylus for nano-dimensional,
nanomechanical and -electrical measurements. First measurement results will be presented.

Keywords: Microelectromechanical systems, scanning probe microscopy, conductive SPM, nanoelec-
trical measurement, nanowires energy harvesting devices

Motivation

Energy harvesting from renewable sources like
solar, waste heat, and mechanical movement
has become a prominent solution to create
small amounts of electrical energy in areas of
difficult access, and correspondingly energy
harvesting devices can help to address the
world energy problems. Nanowire (NW) based
energy harvesting systems, including photovol-
taic solar cells, thermoelectrical, and electro-
mechanical energy nanogenerators have
achieved encouraging progress. Meanwhile, the
nanometer (nm) dimensions of the wires incor-
porated in large size of the devices (m?) raise
considerable challenges for testing and charac-
terization. It is worth noting that averaged prop-
erties of energy harvesting devices can now be
measured, but a quantitative link and correla-
tion between the performance of single NWs
and that of the overall device is lacking.

Within the frame of the EMPIR project
19ENGO05 NanoWires, a microelectromechani-
cal system (MEMS) based scanning probe mi-
croscope (MEMS-SPM) head [1] has been de-
veloped,