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Summary:
This article presents a novel measurement system and method for determining air change rates in real-
time using an optical principle. It measures the attenuation of light intensity through fog aerosols in an 
indoor volume, employing a light source (laser) and a detector to capture transmitted intensity, allowing 
measurements across distances of 1 to 50 m. Results were validated against conventional methods, 
such as the SF6 tracer gas decay method and volumetric air change measurement. Disturbances like 
temperature variations and external light were successfully mitigated.

Keywords: real-time air change measurement, optical measurement, local air change rate, indoor air 
quality, energy efficiency

Background
Nowadays, people spend most of their time in-
doors, making healthy air quality essential for 
their well-being and performance. The air 
change rate (ACR), measured in h−1, is a key pa-
rameter for assessing air quality, indicating how 
often indoor air is replaced. By measuring the 
ACR, the effectiveness of ventilation systems 
can be evaluated and improved as necessary. 
However, measured ACR values may, for prac-
tical reasons, deviate from the intended design 
values [1]. ACR measurement is typically per-
formed by analyzing tracer gas concentrations at 
defined points within a room [2-5]. The com-
monly used tracer gas, SF₆, has the highest
global warming potential. Real-time measure-
ments require relatively high tracer gas concen-
trations, while lower concentrations require sam-
pling in containers and time-consuming labora-
tory analysis, leading to delays and potential un-
certainties in measurement quality. Various 
methods are used for ACR measurement, with 
the constant decay method using SF₆ consid-
ered especially accurate according to Weis et al., 
and thus widely applied [2-6]. Nevertheless, un-
certainties for this method range from 10 % to 
80 %, depending on the distribution of concen-
tration and the measurement location, while de-
vice uncertainty itself ranges from only 1.5 % to 
5 %.

A new optical measurement system for measur-
ing ACR has been developed, tested, and vali-
dated. It provides real-time air change rates, is 
climate-friendly, and is significantly more cost-

effective, achieving accuracy levels comparable 
to those of traditional measurement methods.

Measuring Method and Basics
The measuring system is based on the attenua-
tion of light as the beam passes through an aer-
osol-air mixture. Depending on the aerosol parti-
cle concentration (aerosol used DEHS), the con-
tinuous-wave laser beam (laser class 2M) is at-
tenuated as it traverses the measuring area, with 
only a portion of the light directed to the detector 
(CMOS sensor), see Figure 1.

Fig. 1. Function principle: 1 laser, 2 Laser beam 
through measuring area, 3 Detector, 4 air-aerosol mix-
ture

The measurement is conducted optically by an-
alyzing the recorded brightness curve. The 
measurement process is shown in Figure 2 and 
is divided into four distinct phases. Initially, the 
baseline brightness without aerosol is meas-
ured, followed by the introduction and uniform 
distribution of the aerosol. After a brief settling 
period, the recording of the decay curve begins.
Based on the formula principles for the ACR from 
concentrations according to the tracer gas decay
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change rate (ACR), measured in h−1, is a key pa-
rameter for assessing air quality, indicating how 
often indoor air is replaced. By measuring the
ACR, the effectiveness of ventilation systems
can be evaluated and improved as necessary.
However, measured ACR values may, for prac-
tical reasons, deviate from the intended design
values [1]. ACR measurement is typically per-
formed by analyzing tracer gas concentrations at 
defined points within a room [2-5]. The com-
monly used tracer gas, SF₆, has the highest
global warming potential. Real-time measure-
ments require relatively high tracer gas concen-
trations, while lower concentrations require sam-
pling in containers and time-consuming labora-
tory analysis, leading to delays and potential un-
certainties in measurement quality. Various
methods are used for ACR measurement, with 
the constant decay method using SF₆ consid-
ered especially accurate according to Weis et al.,
and thus widely applied [2-6]. Nevertheless, un-
certainties for this method range from 10 % to
80 %, depending on the distribution of concen-
tration and the measurement location, while de-
vice uncertainty itself ranges from only 1.5 % to 
5 %.

A new optical measurement system for measur-
ing ACR has been developed, tested, and vali-
dated. It provides real-time air change rates, is
climate-friendly, and is significantly more cost-

effective, achieving accuracy levels comparable
to those of traditional measurement methods.

Measuring Method and Basics
The measuring system is based on the attenua-
tion of light as the beam passes through an aer-
osol-air mixture. Depending on the aerosol parti-
cle concentration (aerosol used DEHS), the con-
tinuous-wave laser beam (laser class 2M) is at-
tenuated as it traverses the measuring area, with
only a portion of the light directed to the detector
(CMOS sensor), see Figure 1.

Fig. 1. Function principle: 1 laser, 2 Laser beam
through measuring area, 3 Detector, 4 air-aerosol mix-
ture

The measurement is conducted optically by an-
alyzing the recorded brightness curve. The 
measurement process is shown in Figure 2 and 
is divided into four distinct phases. Initially, the
baseline brightness without aerosol is meas-
ured, followed by the introduction and uniform 
distribution of the aerosol. After a brief settling
period, the recording of the decay curve begins.
Based on the formula principles for the ACR from 
concentrations according to the tracer gas decay

method and the Beer-Lambert law, the ACR can 
be calculated according to eq. (1) using two de-
fined points in time 𝑡𝑡1 and 𝑡𝑡2 and the correspond-
ing brightness values. The brightness 𝐼𝐼1 is lower 
than 𝐼𝐼2 due to the higher aerosol concentration.  

𝐼𝐼0 represents the initial brightness, measured 
without the introduction of aerosol particles. Ad-
ditionally, the natural decay rate (NDR), which 
accounts for processes such as particle adhe-
sion and evaporation, must be subtracted. This 
value is either known or measured in advance 
under the given ambient conditions. The result 
represents an average ACR between two 
timesteps. 

Fig. 2. Measurement phases’ light intensity: I: baseline 
without aerosol concentration; II: aerosol introduction; 
III: uniform aerosol distribution; IV: aerosol dilution by 
ventilation 

𝐴𝐴𝐴𝐴𝐴𝐴 = 1
𝑡𝑡2−𝑡𝑡1

𝑙𝑙𝑙𝑙 (
𝑙𝑙𝑙𝑙𝐼𝐼0

𝐼𝐼1
𝑙𝑙𝑙𝑙𝐼𝐼0

𝐼𝐼2
) − 𝑁𝑁𝑁𝑁𝐴𝐴 (1) 

The ACR is also obtained from the exponent of 
the exponential regression fit according to eq. (2) 
and (3), which takes into account the entire 
curve. 

log ( 𝐼𝐼0
𝐼𝐼(𝑡𝑡)) = 𝐼𝐼0 ∙ 𝑒𝑒−𝑁𝑁 𝑡𝑡 (2)

𝐴𝐴𝐴𝐴𝐴𝐴 =  𝑁𝑁 − 𝑁𝑁𝑁𝑁𝐴𝐴 (3) 

Description and Results 
The measurement requires a constant laser in-
tensity. Temperature-related fluctuations are 
compensated by using a reference beam meas-
urement, while the influence of ambient light is 
minimized with the help of a bandpass filter and 
a stray light trap (baffle). Since the sensor rec-
ords brightness values between 0 and 255, the 
radiation intensity is adjusted before measure-
ment using a polarisation filter. CFD simulations 
of room airflow showed that local ACR measure-
ments at a single point can deviate by up to 20% 
from the room's average ACR. The new meas-
urement system is suitable for areas between 1 
and 50 metres, allowing determination of both lo-
cal ACR for specific areas and average ACR for 
the entire room. The brightness curve is 

analysed in real time using software. Validation 
measurements showed a maximum deviation of 

.

Fig. 3. Set-up of the measuring device (top); measur-
ing software with signal and its progression (bottom) 

ACR of 6 % compared to volumetric ACR meas-
urements and a maximum deviation of 6 % com-
pared to SF6 tracer gas decay measurements. 
For the first time, the new measurement system 
enables precise ACR determination in real time 
without climate-damaging tracer gases. By using 
comparatively simple and harmless compo-
nents, a time- and cost-efficient measurement 
system was developed that, in addition to deter-
mining average and local air change rates, can 
also measure the cleaning efficiency of filter-
based devices in relation to aerosols.  

This work was granted and supported by the 
German Federal Ministry for Economic Affairs 
and Climate Action. 
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Summary:
School buildings require a high level of thermal comfort and good indoor air quality to provide a healthy 
environment. At the same time, automated heating, ventilation, and air conditioning systems are too 
costly, thus public school buildings typically feature a low level of automatization. Retrofitting by means 
of low-cost components has the potential to improve overall building performance until they can be
reformed. Here a scalable wireless sensor and actor system architecture that is suitable for large scale 
monitoring and control of thermal comfort in entire buildings with single room resolution is presented.
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Introduction
Many public-school buildings in Germany lack in-
vestments in thermal insulation and digitization 
of building operation [1]. This leads to increased 
operating costs with schools having a particularly
high energy consumption. For example, public 
buildings in Germany feature an energy con-
sumption of 211,4 kWh/m2 [2]. At the same time, 
large scale, complex retrofitting is not feasible on 
a short timescale thus highlighting the need for
cost-effective, scalable solutions to reduce en-
ergy consumption in buildings that may be 
quickly implemented.

To optimize energy consumption of complete 
buildings, continuously monitoring the environ-
mental quality in all rooms is a prerequisite. The 
collected data can then be used to characterize 
the thermal behaviour and point towards weak-
nesses that may be addressed using small-
scale, cost-effective energetic renovations. Fur-
thermore, adding wireless thermostats, the room 
temperature can be controlled based on environ-
mental data to reduce energy consumption while 
maintaining high thermal comfort. Controlling in-
dividual rooms is knows to increase environmen-
tal air quality [3] and a reduction in energy con-
sumption [4] of 21,81 – 44,36 % can be achieved 
while improving the average comfort.

Network architecture
To monitor the environmental quality at an indi-
vidual room level, a sensor node for monitoring 
humidity and temperature featuring a Sensirion 
SHT31 and a carbon dioxide (CO2) sensor by 
SenseAir (K30) has been developed in three 

schools in the town of Holzwickede. In total 155 
sensor nodes and 328 thermostats were in-
stalled in 149 rooms. The data from each sensor 
node is collected in a time-series database on a 
central server and transmitted via the respective 
WLAN networks. The hand adjusted thermostats 
at the school have been replaced with custom-
designed, wireless battery-powered thermo-
stats, which are remotely controllable from the 
central server. 

The system is implemented as a mesh network 
between sensor nodes, thus increases flexibility 
for node placement, lowering the dependence on
WLAN range, and alleviating congestion on the 
WLAN and stress on WLAN access points, be-
cause less network participants need to be man-
aged.

Crucially, the connection of radiator thermostats 
has to be low power consuming in order to en-
sure a sufficiently long battery lifetime. To this 
end, the ESP-NOW wireless protocol by Espres-
sif Systems has been established since it pro-
vides a suitable connectionless communication 
protocol for IEEE802.11-enabled IoT allowing for 
power consumption reduction of more than 30% 
as compared to WiFi [5].

For the low power communication, the sensor 
nodes are configured to answer to specific ther-
mostats only, based on their mac address. All 
communication is initialized by the thermostat 
with a broadcast message. The configured sen-
sor node answers with a unicast message. After 
the thermostats have received the message suc-
cessfully it responds with sensor data. This 

DOI 10.5162/SMSI2025/C1.2



SMSI 2025 Conference – Sensor and Measurement Science International 27

Wireless Network Architecture for Comprehensive Indoor 
Environmental Quality Monitoring in Public Schools

Fabian Sievers1, Nils Langer1, Stefan Palzer1

1 TU Dortmund, Professorship for Sensors, Friedrich-Wöhler Weg 4, 44227 Dortmund, Germany
stefan.palzer@tu-dortmund.de

Summary:
School buildings require a high level of thermal comfort and good indoor air quality to provide a healthy
environment. At the same time, automated heating, ventilation, and air conditioning systems are too 
costly, thus public school buildings typically feature a low level of automatization. Retrofitting by means
of low-cost components has the potential to improve overall building performance until they can be
reformed. Here a scalable wireless sensor and actor system architecture that is suitable for large scale
monitoring and control of thermal comfort in entire buildings with single room resolution is presented.

Keywords: Indoor environmental quality, Wireless Sensor and actuators network, thermal control sys-
tems, air quality, thermal comfort

Introduction
Many public-school buildings in Germany lack in-
vestments in thermal insulation and digitization
of building operation [1]. This leads to increased
operating costs with schools having a particularly
high energy consumption. For example, public
buildings in Germany feature an energy con-
sumption of 211,4 kWh/m2 [2]. At the same time,
large scale, complex retrofitting is not feasible on
a short timescale thus highlighting the need for
cost-effective, scalable solutions to reduce en-
ergy consumption in buildings that may be
quickly implemented.
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scale, cost-effective energetic renovations. Fur-
thermore, adding wireless thermostats, the room
temperature can be controlled based on environ-
mental data to reduce energy consumption while 
maintaining high thermal comfort. Controlling in-
dividual rooms is knows to increase environmen-
tal air quality [3] and a reduction in energy con-
sumption [4] of 21,81 – 44,36 % can be achieved
while improving the average comfort.

Network architecture
To monitor the environmental quality at an indi-
vidual room level, a sensor node for monitoring
humidity and temperature featuring a Sensirion
SHT31 and a carbon dioxide (CO2) sensor by
SenseAir (K30) has been developed in three

schools in the town of Holzwickede. In total 155
sensor nodes and 328 thermostats were in-
stalled in 149 rooms. The data from each sensor
node is collected in a time-series database on a
central server and transmitted via the respective 
WLAN networks. The hand adjusted thermostats
at the school have been replaced with custom-
designed, wireless battery-powered thermo-
stats, which are remotely controllable from the
central server. 

The system is implemented as a mesh network
between sensor nodes, thus increases flexibility
for node placement, lowering the dependence on
WLAN range, and alleviating congestion on the
WLAN and stress on WLAN access points, be-
cause less network participants need to be man-
aged.

Crucially, the connection of radiator thermostats
has to be low power consuming in order to en-
sure a sufficiently long battery lifetime. To this
end, the ESP-NOW wireless protocol by Espres-
sif Systems has been established since it pro-
vides a suitable connectionless communication
protocol for IEEE802.11-enabled IoT allowing for 
power consumption reduction of more than 30% 
as compared to WiFi [5].

For the low power communication, the sensor 
nodes are configured to answer to specific ther-
mostats only, based on their mac address. All
communication is initialized by the thermostat
with a broadcast message. The configured sen-
sor node answers with a unicast message. After 
the thermostats have received the message suc-
cessfully it responds with sensor data. This

communication sequence ensures that the ther-
mostat’s microcontroller (MCU) does not have to 
listen for wireless messages continuously and 
therefore can sleep most of the time saving en-
ergy.  

Fig. 1 shows an exemplary network topology 
made up of sensor nodes, thermostats and a 
router. It marks the connections and their type 
between all network participants. 

Fig. 1. Exemplary network topology made up of sen-
sor nodes, radiator thermostats and a WLAN access 
point. The access point provides internet connectivity 
for the sensor node mesh. The thermostats connect 
through ESP-NOW for low power communication. 

To minimize active time of the thermostat’s MCU 
the communication window is optimized to be as 
short as possible  

Results 
The current consumption for data transfers be-
tween sensor node and a thermostat have been 
optimized and determined. The thermostat uses 
two AA alkaline batteries in series resulting in a 
supply voltage of 3 V. In Fig. 2 two different sce-
narios are shown. Initially the thermostat 
searches for the sensor node, which takes ap-
proximately 1493 ms. The usual data exchange 
is shorter with a total current consumption of 3,8 
µAh per exchange.  

Fig. 2.  Current consumption over time of a thermo-
stat (a) while searching for a sensor node without suc-
cess, (b) during successful data exchange between 
connected sensor node and thermostat 

Data is exchanged in an interval of 4 minutes 
leading to a total current consumption of 1,37 
mAh per day for communication. This leads to an 
expected lifetime of approximately 1459 days as-
suming 2000 mAh battery capacity. 

Fig. 3 shows data collected with the novel instal-
lation for one room during the 27.11.2024. Col-
lected is high resolution data for CO2, relative hu-
midity and temperature. 

Fig. 3.  Collected data for one room during 
27.11.2024. Captured temperature, humidity and 
CO2 concentration data. 
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Summary:

This work introduces a multimodal microsensor system for intelligent building analysis. The sensor 
captures temperature, humidity, brightness, and acceleration on a building facade. Analog measure-
ments are processed as a data matrix and analyzed using correlation coefficients against commercial-
ly available weather data. The results demonstrate reliable performance, supporting its potential in 
smart building applications.
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Background
There are a number of areas in which the use 
of digital analysis is essential. It is of the most 
crucial importance to ensure efficiency and 
predictive planning, particularly in regard to the 
objective of achieving sustainability. To facilitate 
mathematical and trend analyses, access to 
digital data is important [1]. It is therefore nec-
essary to develop measuring systems that can 
be installed in a variety of environments, are 
compact in size and measure a range of pa-
rameters. Due to the major influence of the 
building sector on the greenhouse gas effect, 
we are concentrating on measuring systems for 
climate monitoring [2,3].

Arnesano et al. conducted a literature review 
identifying horizontal air temperature distribu-
tion as a critical aspect of climate characteriza-
tion. The review emphasizes the importance of
accounting for external influences—such as 
solar radiation, shadowing elements, and sea-
sonal variations—in comprehensive indoor cli-
mate assessment and monitoring strategies [4].
Coulby et al. (2021) presented an indoor envi-
ronmental quality (IEQ) sensor system that 
measures CO2 concentration, temperature, 
humidity, atmospheric pressure, and light inten-
sity. While the system successfully indicates 
and adapts to changes in environmental quality, 
potential biases in accuracy limit its applicability 
in more rigorous contexts, such as occupational 
health assessments and compliance with indus-
try standards [5]. Chen et al. (2024) introduced 

an innovative multimodal intelligent flooring 
system capable of detecting position, pressure, 
material type, user identity, and activity. The 
system demonstrated strong signal robustness 
and achieved high sensitivity and linearity, un-
derscoring its potential for responsive environ-
ments and intelligent building applications [6].
Yun et al. developed a wireless sensor network 
for indoor climate monitoring, which collects 
diverse environmental parameters, including 
temperature, humidity, CO2 levels, light, and 
occupancy. This system provides insights into 
building climate dynamics, supporting informed 
adjustments for indoor comfort and energy effi-
ciency [7].

Method
A preliminary prototype has been developed for 
the current stage of the project. It is based on 
an ultra-low energy and miniaturized but never-
theless modular multi-channel data-capture 
platform with an advanced microcontroller plat-
form at its core (Fig. 1). It is intended to meas-
ure crucial environmental parameters like tem-
perature, humidity, brightness as well as me-
chanical loads. The integration of this system 
into various components and spaces requires a 
novel approach, combining advanced circuit 
design and packaging technologies to create a 
super compact but robust design. For this pur-
pose, a sensor system was designed, combin-
ing six channels of analog-to-digital conversion, 
complemented by a high bandwidth prepro-
cessing stage used for filtering and signal con-
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Background
There are a number of areas in which the use
of digital analysis is essential. It is of the most 
crucial importance to ensure efficiency and 
predictive planning, particularly in regard to the
objective of achieving sustainability. To facilitate
mathematical and trend analyses, access to 
digital data is important [1]. It is therefore nec-
essary to develop measuring systems that can
be installed in a variety of environments, are
compact in size and measure a range of pa-
rameters. Due to the major influence of the
building sector on the greenhouse gas effect,
we are concentrating on measuring systems for 
climate monitoring [2,3].

Arnesano et al. conducted a literature review 
identifying horizontal air temperature distribu-
tion as a critical aspect of climate characteriza-
tion. The review emphasizes the importance of
accounting for external influences—such as
solar radiation, shadowing elements, and sea-
sonal variations—in comprehensive indoor cli-
mate assessment and monitoring strategies [4].
Coulby et al. (2021) presented an indoor envi-
ronmental quality (IEQ) sensor system that 
measures CO2 concentration, temperature, 
humidity, atmospheric pressure, and light inten-
sity. While the system successfully indicates 
and adapts to changes in environmental quality,
potential biases in accuracy limit its applicability
in more rigorous contexts, such as occupational 
health assessments and compliance with indus-
try standards [5]. Chen et al. (2024) introduced 

an innovative multimodal intelligent flooring
system capable of detecting position, pressure, 
material type, user identity, and activity. The
system demonstrated strong signal robustness
and achieved high sensitivity and linearity, un-
derscoring its potential for responsive environ-
ments and intelligent building applications [6].
Yun et al. developed a wireless sensor network 
for indoor climate monitoring, which collects
diverse environmental parameters, including
temperature, humidity, CO2 levels, light, and 
occupancy. This system provides insights into 
building climate dynamics, supporting informed
adjustments for indoor comfort and energy effi-
ciency [7].

Method
A preliminary prototype has been developed for 
the current stage of the project. It is based on
an ultra-low energy and miniaturized but never-
theless modular multi-channel data-capture
platform with an advanced microcontroller plat-
form at its core (Fig. 1). It is intended to meas-
ure crucial environmental parameters like tem-
perature, humidity, brightness as well as me-
chanical loads. The integration of this system
into various components and spaces requires a 
novel approach, combining advanced circuit
design and packaging technologies to create a
super compact but robust design. For this pur-
pose, a sensor system was designed, combin-
ing six channels of analog-to-digital conversion, 
complemented by a high bandwidth prepro-
cessing stage used for filtering and signal con-
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ditioning.  Following data processing, analysis 
and compression performed by the microcon-
troller, data is sent via standard UART interface 
to the communications module which allows 
wired as well as wireless communication. By 
using multilayer circuit design together with 
minimum copper structure width of 50 µm to-
gether with innovative stacked micro-via tech-
nology and state-of-the-art sub-miniature XQFN 
and BGA packages, we were able to integrate 
all mentioned components of the sensor system 
within dimensions of only 10 mm x 50 mm. 

Fig. 1. Sensor Node Prototype 

A single-digit mA average power consumption 
was achieved with standby currents in the lower 
µA range. This allows the use of energy har-
vesting as power source together with next 
generation solid-state batteries.  

The sensor was installed on the outside of a 
building on a window sill. In order to validate the 
sensor system, commercially available weather 
data from the nearest weather station was also 
obtained via the weather application program-
ming interface (API), which is provided via the 
Visual Crossing website. The Pearson correla-
tion coefficient of the sensor and weather data 
is calculated for the statistical validation and 
allows a statement to be made about the linear 
correlation of the metric variables. 

Experimental Results 
Meteorological data were obtained from Visual 
Crossing Weather’s online platform, which of-
fers an accessible, cost-effective API that 
sources data from proximate weather stations. 
This weather dataset provides hourly readings 
and is likewise saved in a .csv file format for 
consistency with the sensor data. 

Figure 2 shows a comparison of the measured 
parameters over 10 hours. A similar trend can 
be seen between the measured data from the 
sensor (solid line) and the meteorological data 
(dashed line). It is particularly noticeable that 
the temperature and humidity data from the 
sensor show an indirectly proportional behavior. 

This is confirmed by the negative correlation 
coefficient in Table 1. 

Fig. 2. Multiple Parameters in- and outdoor over time 

To calculate the correlation index, the weather 
data was adjusted to the sample size of the 
sensor's measuring points. For temperature, 
there is a weak positive correlation between the 
data from the weather station and the sensor 
with a coefficient of 0.41. For humidity, on the 
other hand, a medium-strong positive correla-
tion between the measured data can be recog-
nised. 
Tab. 1: Pearson’s Correlation Coefficient r 

r 

Temperature weather 
x sensor 

0.41 

Humidity weather x 
sensor 

0.67 

Sensor temperature x 
humidity 

-0.43

Conclusion 
A multimodal sensor node prototype was de-
veloped and its measurements were compared 
with data from commercially available weather 
monitoring systems. The results show that the 
measurement system exhibits comparable be-
havior to its meteorological counterparts, indi-
cating its potential suitability for environmental 
monitoring applications. In the next step, the 
accuracy of the sensor will be investigated by 
controlling the environmental variables, for ex-
ample using a climate chamber. In this way, 
precise error tolerances for the system can be 
determined. 

The next phase of hardware development in-
volves integrating a CO₂ sensor to enhance 
atmospheric monitoring capabilities. By adopt-
ing wireless communication, the new prototype 
aims to address the limitations by dependence 
on wiring, reducing infrastructural demands 
while enabling a more extensive deployment of 
sensors across different locations [8]. 
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Summary:
This work presents an approach to detect and measure the specific isotopic ratio of the stable methane 
isotopes 12CH and 13CH using a high-finesse cavity within an Optical Feedback CEAS system. The 
development of this approach is ongoing with the aim of precisely measuring the isotopic ratio under 
atmospheric conditions in the mid-infrared (MIR) spectral region around 3001.2 cm , where the absorp-
tion lines of the two stable isotopologues are located and well separated under a pressure of 40 mbar 
enabling the simultaneous measurement of both within a spectral range of 1 cm-1.

Keywords: Optical Feedback CEAS, Methane Isotopic Ratio, Absorption Spectroscopy, MIR Environ-
mental Sensor, Greenhouse Gas

Motivation
To understand the impact of climate change, it is 
important to investigate greenhouse gases such 
as methane (CH4) and carbon dioxide (CO2).
The current CH4 concentration in the atmos-
phere is 1.9 ppm, which is still rising and has 
doubled over the last 200 years. In addition, it 
has a global warming potential that is almost 30 
times higher than that of CO2, it is for this reason 
that CH4 is the second most important green-
house gas after CO2 [1]. This is why it is of great 
importance to identify and monitor CH4 sources 
and sinks and thus to study the CH4 cycle and its 
influence on global warming. The identification is 
based on the isotopic ratio (δ13C) of the two sta-
ble isotopes 12CH4 and 13CH4 referenced to the 
Vienna Pee Dee Belemnite (VPDB) standard, 
which is a specific value for each source and 
every sink. For instance, one of the largest an-
thropogenic sources of CH4 is natural gas, which 
has an isotopic ratio of δ13C = -43‰. A natural 
source of CH4 is that of wetlands, which has a 
value of δ13C = -60‰ [2]. Precise measurement 
of the isotopic ratio can be achieved through es-
tablished methods like isotope ratio mass spec-
trometry (IRMS) with the necessary sample 
preparation and cavity ring down spectroscopy 
(CRDS) [2]. We present an alternative to CRDS 
with a higher sensitivity: optical feedback cavity 
enhanced absorption spectroscopy (OF-CEAS).
Based on the feedback of the resonant light into 
the laser that is transmitting from the cavity (OF),

the laser is self-locked to the resonance of the 
cavity. The effect of this process is the reduction 
of the laser line width, the improvement of the 
frequency stability and thus a higher signal-to-
noise ratio (SNR) as well as a higher coupling 
efficiency [3].

The strongest absorption lines of CH4 are in the 
MIR spectral region and to be able to determine 
the isotopic ratio of CH4 within a single scan, a 
suitable region around 3001.2 cm-1 was se-
lected. Both stable isotopologues are located 
here and well separated from each other under 
low pressure.

Experimental Setup
The cavity design allows to adjust crucial param-
eters, such as the effective absorption path
length (Labs) and the free spectral range (FSR).

Fig. 1: Monte Carlo simulation to assess the uncer-
tainty of the δ13C value for different Labs.
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These parameters significantly influence the in-
vestigation of the spectral range and conse-
quently the determination of the isotope ratio. 
Hence, a range of investigations and simulations 
were conducted utilizing the HITRAN database, 
comprising a Monte Carlo simulation to deter-
mine the Labs necessary to optimize the precision 
of the δ13C value [4]. The simulation parameters 
were a concentration of 1.9 ppm at a tempera-
ture of 298.15 K and a pressure of 40 mbar, with 
a noise level determined through measurements 
being introduced into the simulated spectrum. 
Using a fit of a Voigt profile-based physical 
model to the simulated signal including spectro-
scopic parameters from the HITRAN database, 
the isotope ratio could be determined for differ-
ent Labs. Ten simulations were run per Labs to as-
sess the uncertainty, which is shown in Figure 1. 
It is observable that the uncertainty reduces and 
stabilizes starting at a Labs of 20 km. Therefore, 
the cavity was built in a V-shape with a planar 
mirror and two curved mirrors with a radius of 
curvature of 1000 mm. The reflectivity of the mir-
rors is 99.989 % and the arm lengths 905 mm. 
This results in a FSR of 82.8 MHz and a Labs of 
22.6 km. The advantage of the V-cavity is that it 
ensures that only the resonant light transmitted 
from the cavity is fed back to the laser and not 
the direct reflection. An interband cascade laser 
(ICL) with a central wavenumber of 2998.5 cm⁻¹ 
was selected for operation within the specified 
spectral range. The beam is propagated through 
the cavity by passing a mirror, which is mounted 
on a piezo transmitter (PZT), enabling active 
control over the laser-cavity-distance to maintain 
the phase condition for the optical feedback [3]. 
To verify the ability of the system to detect at-
mospheric CH4 the laser was tuned over a spec-
tral range of approximately 1 cm-1 by applying a 
1 Hz-sawtooth signal. The cavity which was 
housed with gas connections, pressure and tem-
perature sensors, was flooded with ambient air 
under atmospheric condition. A measurement 
with a duration of 300 s was carried out for sys-
tem characterization. 

Results 
As demonstrated in Figure 2, the system charac-
terization results indicate a relatively stable me-
thane concentration of 1 ppm in the ambient air 
over the measurement period. A deviation from 
the expected value of 1.9 ppm is clearly visible. 
The reason of this deviation includes cross-sen-
sitivity to H2O in this spectral range, which com-
plicates baseline correction, and a deviation of 
the effective absorption path from the expected 
22.6 km. The Allan deviation indicated an in-
creasing precision with the integration time, 
which is not yet sufficient to precisely determine 
the stable isotopic ratio of CH4. 

Conclusion 
Here we have presented an OF-CEAS system 
capable of detecting CH4 at atmospheric condi-
tions in the selected spectral region, although 
still with a strong cross-sensitivity to H2O. The 
system must be further optimized to be able to 
determine the isotopic ratio of CH4 precisely. To 
enhance the accuracy of the baseline correction 
by reducing the cross-sensitivity, future meas-
urements will be performed with dried air and low 
pressure. The application of a pressure of ap-
proximately 40 mbar permits the clear separation 
of the absorption lines of the stable isotopo-
logues. Additional optimizations include the in-
stallation of the V-cavity within a custom-built In-
var cell with active temperature control, which 
should enhance the stability of the cavity. 
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Fig. 2: Measured CH4 concentration in ambient air 
under atmospheric conditions for 300 s and the cor-
responding Allan Deviation. 
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These parameters significantly influence the in-
vestigation of the spectral range and conse-
quently the determination of the isotope ratio.
Hence, a range of investigations and simulations
were conducted utilizing the HITRAN database, 
comprising a Monte Carlo simulation to deter-
mine the Labs necessary to optimize the precision
of the δ13C value [4]. The simulation parameters
were a concentration of 1.9 ppm at a tempera-
ture of 298.15 K and a pressure of 40 mbar, with 
a noise level determined through measurements
being introduced into the simulated spectrum.
Using a fit of a Voigt profile-based physical
model to the simulated signal including spectro-
scopic parameters from the HITRAN database, 
the isotope ratio could be determined for differ-
ent Labs. Ten simulations were run per Labs to as-
sess the uncertainty, which is shown in Figure 1. 
It is observable that the uncertainty reduces and 
stabilizes starting at a Labs of 20 km. Therefore, 
the cavity was built in a V-shape with a planar 
mirror and two curved mirrors with a radius of 
curvature of 1000 mm. The reflectivity of the mir-
rors is 99.989 % and the arm lengths 905 mm. 
This results in a FSR of 82.8 MHz and a Labs of 
22.6 km. The advantage of the V-cavity is that it
ensures that only the resonant light transmitted
from the cavity is fed back to the laser and not 
the direct reflection. An interband cascade laser 
(ICL) with a central wavenumber of 2998.5 cm⁻¹ 
was selected for operation within the specified 
spectral range. The beam is propagated through
the cavity by passing a mirror, which is mounted 
on a piezo transmitter (PZT), enabling active
control over the laser-cavity-distance to maintain
the phase condition for the optical feedback [3]. 
To verify the ability of the system to detect at-
mospheric CH4 the laser was tuned over a spec-
tral range of approximately 1 cm-1 by applying a 
1 Hz-sawtooth signal. The cavity which was
housed with gas connections, pressure and tem-
perature sensors, was flooded with ambient air
under atmospheric condition. A measurement 
with a duration of 300 s was carried out for sys-
tem characterization.

Results
As demonstrated in Figure 2, the system charac-
terization results indicate a relatively stable me-
thane concentration of 1 ppm in the ambient air
over the measurement period. A deviation from
the expected value of 1.9 ppm is clearly visible. 
The reason of this deviation includes cross-sen-
sitivity to H2O in this spectral range, which com-
plicates baseline correction, and a deviation of 
the effective absorption path from the expected
22.6 km. The Allan deviation indicated an in-
creasing precision with the integration time,
which is not yet sufficient to precisely determine
the stable isotopic ratio of CH4.

Conclusion
Here we have presented an OF-CEAS system
capable of detecting CH4 at atmospheric condi-
tions in the selected spectral region, although
still with a strong cross-sensitivity to H2O. The
system must be further optimized to be able to
determine the isotopic ratio of CH4 precisely. To
enhance the accuracy of the baseline correction
by reducing the cross-sensitivity, future meas-
urements will be performed with dried air and low
pressure. The application of a pressure of ap-
proximately 40 mbar permits the clear separation
of the absorption lines of the stable isotopo-
logues. Additional optimizations include the in-
stallation of the V-cavity within a custom-built In-
var cell with active temperature control, which 
should enhance the stability of the cavity.
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Summary: 
This paper presents a simplified eddy-current testing system design that minimizes hardware complexity 
by leveraging digital signal processing (DSP). An architecture for the digital-to-analog and analog-to-
digital converters is shown that ensures precise temporal correlation between transmitted and received 
signals. By converting these signals to in-phase and quadrature (IQ) format, additional filtering, spectral 
analysis and parameter tuning is possible. This design has been applied in both educational and spec-
troscopic measurement contexts, demonstrating the efficiency of its implementation. 
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zation

Introduction 
When eddy-current methods are used in non-de-
structive testing (NDT) or evaluation (NDE),
there are fundamentally two different kinds of 
measurements commonly carried out. Probably 
the more common one in NDE is the measure-
ment of the impedance of the sensor system fol-
lowed by some modeling of the obtained re-
sponse. One of the first descriptions is that of 
Dodd and Deeds [1], resulting in analytical solu-
tions for plates. An early lumped element model 
was developed by Libby [2] by treating the meas-
urement chain as a transmission line, for which 
the total impedance can be calculated. The ele-
ment parameters can be used to obtain the in-
ductance of the coil, which allows inferring the 
properties of the material under investigation [3]. 
If the transmission line model is segmented, de-
fects in the material or layered properties of a 
composite can be included explicitly [4]. The pre-
ceding models are preferred for a single-coil 
measurement setup. For sensors with separate 
transmission and receiver coils, the natural 
model is that of a transformer with losses [5]. 

Alternatively, the voltage transfer function can be 
used to achieve similar results, but with consid-
erable simpler measurement devices. For trans-
former-style eddy current sensors, a model for a 
lossy transformer including different material el-
ements has previously been described by the 
authors [6,7]. Besides the much simpler hard-
ware requirements, voltage transfer based 
measurements lend themselves especially well 
to implementation in software defined logic. In 

this article, the system architecture underlying 
the previous work is described and its applicabil-
ity to both non-destructive testing and evaluation 
are shown. 

System Design 
The fundamental principle underlying the pre-
sent design is keeping the physical hardware as 
simple as possible and carrying out most of the 
data processing in digital signal processing 
(DSP). The eddy current sensor itself is a trans-
former-type, consisting of a transmitter and re-
ceiver coil on a common cylindrical core. 

The only system components realized as elec-
tronic devices are the excitation coil driver which 
is a digital analog converter and an analog digital 
converter on the receiver coil. Both operate on 
time-domain low frequency signals using com-
mercial-grade chip sets. To achieve accurate 
temporal correlation between the transmitted 
and received signal that is required for later pro-
cessing of the material response, the transmitted 
analog signal is also fed into a secondary chan-
nel of the analog digital converter. This way, any 
time delay between generation of the digital 
transmitted signal and acquisition of the digital 
received signal can be neglected. This layout is 
illustrated in Fig. 1.

Once the digital signal has been acquired, both 
loop-back and received signal can be converted 
to in-phase and quadrature (IQ) format by apply-
ing a two all-pass filters designed to have a rela-
tive difference in phase response of 90° over a 
large frequency range [8]. In this form, further 
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processing such as filtering or spectral analysis 
is straightforward. 

Fig. 1. Architecture of the digital-analog interface. 
𝑢𝑢𝐸𝐸 and 𝑢𝑢𝑀𝑀 refer to the excitation and measured signal 
used in processing, 𝑢𝑢𝐸𝐸∗  is the original generated sig-
nal. 

One significant advantage of this design is that it 
does not require impedance measurement while 
still obtaining the full response characteristic. 
The digital nature of further processing also en-
ables rapid development cycles for new analytic 
methods not easily possible in conventional cir-
cuits. 

Application 
This design has been applied first to eddy-cur-
rent testing application in the form of an applica-
tion for educational use. Here, the low hardware 
requirements are used to enable many students 
to participate in exercises while having the capa-
bility of modifying many parameters of test 
equipment [9]. The DSP here consists of a sinus-
oidal signal generator on the sending side and 
complex division of the measured and transmit-
ted signal, offset/zero correction 𝑂𝑂, phase cor-
rection 𝜑𝜑 and amplification 𝐴𝐴 which result in a 
value in the complex plane 𝑉𝑉 that can be directly 
displayed, as shown in eq. (1): 

𝑉𝑉 = (𝑢𝑢𝑀𝑀
𝑢𝑢𝐸𝐸

 − 𝑂𝑂) ⋅ 𝑒𝑒𝑒𝑒𝑒𝑒 (−𝑖𝑖𝜑𝜑) ⋅ 𝐴𝐴 (1) 

A more complex application is found in the spec-
troscopic application previously mentioned. In 
this case, the excitation is a broadband noise 
signal. The response is therefore also an uncor-
related noise-like signal which is affected by the 
material under test. Since only the sensor itself 
is in the analog loop, its transfer function can be 
found by Fourier transform of the time domain 
signal and complex division. As the only system 
part interacting with the material, this transfer 
function must include all effects of the material’s 
electromagnetic properties (as well as those of 
the coils). The details have been described in [7], 
but most importantly this transfer function can be 
modeled as that of a lossy transformer with two 
major contributions: the direct transfer of energy 
between the sender and receiver coil with a 
phase delay depending on the material as well 
as a part relating to the eddy currents them-
selves which involves the induced currents and 
the leakage coefficient. In this case, the main ad-
vantage of the digital system is in its ability to 

identify the model parameters using the entirety 
of the available information. 

Summary 
Using DSP techniques, rapid development of 
new analysis techniques for the application of 
eddy currents in the field of non-destructive eval-
uation and material characterization is possible. 
This advantage has been used to develop a new 
modeling approach for the voltage transfer func-
tion of eddy current sensors in transformatoric 
circuit. 
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processing such as filtering or spectral analysis
is straightforward.

Fig. 1. Architecture of the digital-analog interface.
𝑢𝑢𝐸𝐸 and 𝑢𝑢𝑀𝑀 refer to the excitation and measured signal
used in processing, 𝑢𝑢𝐸𝐸∗ is the original generated sig-
nal.

One significant advantage of this design is that it 
does not require impedance measurement while 
still obtaining the full response characteristic. 
The digital nature of further processing also en-
ables rapid development cycles for new analytic
methods not easily possible in conventional cir-
cuits.

Application
This design has been applied first to eddy-cur-
rent testing application in the form of an applica-
tion for educational use. Here, the low hardware
requirements are used to enable many students
to participate in exercises while having the capa-
bility of modifying many parameters of test 
equipment [9]. The DSP here consists of a sinus-
oidal signal generator on the sending side and
complex division of the measured and transmit-
ted signal, offset/zero correction 𝑂𝑂, phase cor-
rection 𝜑𝜑 and amplification 𝐴𝐴 which result in a 
value in the complex plane 𝑉𝑉 that can be directly
displayed, as shown in eq. (1):

𝑉𝑉 = (𝑢𝑢𝑀𝑀
𝑢𝑢𝐸𝐸

− 𝑂𝑂) ⋅ 𝑒𝑒𝑒𝑒𝑒𝑒(−𝑖𝑖𝜑𝜑) ⋅ 𝐴𝐴 (1)

A more complex application is found in the spec-
troscopic application previously mentioned. In
this case, the excitation is a broadband noise
signal. The response is therefore also an uncor-
related noise-like signal which is affected by the 
material under test. Since only the sensor itself 
is in the analog loop, its transfer function can be
found by Fourier transform of the time domain 
signal and complex division. As the only system
part interacting with the material, this transfer
function must include all effects of the material’s
electromagnetic properties (as well as those of
the coils). The details have been described in [7], 
but most importantly this transfer function can be
modeled as that of a lossy transformer with two 
major contributions: the direct transfer of energy
between the sender and receiver coil with a
phase delay depending on the material as well
as a part relating to the eddy currents them-
selves which involves the induced currents and 
the leakage coefficient. In this case, the main ad-
vantage of the digital system is in its ability to

identify the model parameters using the entirety
of the available information.

Summary
Using DSP techniques, rapid development of 
new analysis techniques for the application of
eddy currents in the field of non-destructive eval-
uation and material characterization is possible.
This advantage has been used to develop a new 
modeling approach for the voltage transfer func-
tion of eddy current sensors in transformatoric
circuit.
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Summary: 
This paper presents an approach to measuring axial piston ring movement in a running combustion 
engine using a wireless telemetry system. The electrical design of the telemetry is discussed as well as 
steps taken to enable operation under the extreme conditions inside an engine. Emphasis is placed on 
the embedded system, power supply, signal acquisition, and data post-processing techniques. The pa-
per concludes with an outlook for future applications and measurements with eddy current sensors. 

Keywords: wireless telemetry, inductive position measurement, piston ring movement, embedded 
systems, harsh environment 

Background 
Ongoing development of sensor technology and 
electronics is making it possible to solve more 
and more measurement tasks that were not pos-
sible in the past. Modern sensor systems are be-
coming increasingly popular in the field of com-
bustion engines, the further development of 
which is essential in the fight against climate 
change with regard to the use of alternative fuels 
[1]. Conventional sensor systems are typically 
not suited for application inside the engine or on 
the piston, due to the high temperatures, vibra-
tion, and size constraints. While measurements 
of piston temperature and pressure are possible 
with both wired [2] and wireless [3] methods, until 
now, the piston ring kinetics could only be calcu-
lated with the help of simulation models [3],[4]. 

In piston engines, the combustion of fuel initiates 
an oscillating movement of a piston, which is 
then converted into a rotational movement at the 
crankshaft. The combustion chamber, between 
the moving piston and the cylinder in which it 
moves, is sealed with the aid of piston rings. The 
kinetics of the ring are crucial regarding the effi-
ciency and reliability of the engine, as this sys-
tem causes up to 50 percent of internal friction 
losses [5] and 20 percent of the total mechanical 
losses of the engine [6]. 

Methodology 
Piston ring movement in the axial direction is 
measured with a wireless telemetry system de-
veloped for application in the crankcase of a 
combustion engine. The embedded measure-
ment system is based on an ARM cortex-M33 

microcontroller with extended operating temper-
ature range to 125 °C. Measurement data is 
transmitted to a receiver on the testbench via a 
Bluetooth radio integrated in the microcontroller. 
Due to the low number and compact size of the 
auxiliary components and microchips required 
for the telemetry, the entire signal acquisition 
system, measuring 3 x 6 cm, can be mounted on 
the piston.  

Power is supplied to the system via inductive 
coupling. A receiver coil, buffer, and voltage reg-
ulator are mounted on the side of the piston. 
When the piston reaches the bottom of the cylin-
der, the receiver coil becomes aligned with a 
transmitter coil mounted inside the engine. A 
changing magnetic field produced by the trans-
mitter coil charges the receiver during their align-
ment. The stored energy allows for the telemetry 
to measure continuously over the complete en-
gine rotation.  

The axial ring movement is measured by eddy 
current sensors installed in the piston ring 
grooves. A cross-section of the sensor installa-
tion is shown in Fig. 1. The top ring position is 
measured with a sensor installed in the bottom 
flank of the groove, while the second and third 
rings are measured with sensors installed in the 
top flanks of the respective grooves. The sen-
sors feature a sub 5 mm diameter and 2 mm 
height, allowing them to be installed in a piston 
with 19 cm bore without modifying the piston and 
potentially influencing its performance. Signal 
acquisition of the eddy current sensors is per-
formed with Texas Instruments LDC1101 induct-
ance to digital converter integrated circuits. 
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Fig. 1: Cross section of eddy current sensors in pis-
ton ring groove flanks 

The LDC feature an internal sensor driver which 
brings inductive sensors into oscillation. Each 
sensor is paired with a parallel capacitor to set 
the resonant frequency around 2.5 MHz. Capac-
itors with C0G dielectric are used due to their low 
temperature coefficient of capacitance, as tem-
perature on the telemetry PCB readily exceeds 
100 °C during full engine load.  

In most applications, the distance of a conduc-
tive target to an eddy current sensor is measured 
by the change in power input to the sensing coil 
as it induces eddy currents and dissipative 
power in the target. Due to the low Q factor of the 
small eddy current sensors required for installa-
tion in the piston ring, this parameter is out of the 
measurable range for the LDC1101. Instead, the 
position of the ring is acquired by measuring the 
change in inductance of the eddy current sensor. 
As the ring approaches the sensor, the sensor’s 
inductance decreases and resonation frequency 
increases. This frequency is digitized by the LDC 
with an internal register and reference clock gen-
erated by the telemetry microcontroller. 

The digitized frequency is polled at a sample rate 
of 10 kHz. For an engine operating at 1500 rpm, 
this corresponds to approximately 400 samples 
per revolution which is sufficient to capture tran-
sient motion during combustion. While the M33 
microcontroller features a core clock speed of 
38.4 MHz, there is insufficient time to simultane-
ously sample and transmit data from all sensors 
in real time at this rate. Therefore, a buffer solu-
tion using magneto-resistive random-access 
memory is employed to store data over an 8 sec-
ond sample period. The high storage density, ex-
tended temperature range, and lack of write de-
lays are essential for successful implementation 
of the telemetry. Time synchronization with other 
sensors on the testbench is achieved with a ref-
erence signal transmitted once per revolution via 
an infrared diode to a photodiode receptor on the 
telemetry. When a sampling period is complete, 

measurements are wirelessly transferred to the 
testbench. 

Results 
An example of the eddy current sensor output of 
the 2nd piston ring’s axial movement is plotted in 
Fig. 2. As the measurements were performed on 
a 4-stroke engine, the x-axis covers 720 degrees 
of revolution, starting at 90 degrees before com-
bustion and continuing to the compression 
stroke of the next cycle at 630 degrees. The 
measurement consists of 150 combustion cycles 
overlaid on the same plot in gray. For each crank 
angle, the most common result is displayed in 
navy and the average result in orange. This post 
processing strategy is required as the incremen-
tal resolution of the sensor is low, with approxi-
mately 10 increments of 12 µm corresponding to 
a maximal ring movement of 120 µm.  

Fig. 2: Eddy current sensor measurement results 

It can be seen that for some portions of the cycle, 
45° before combustion for example, the mode 
and mean values agree with each other, indicat-
ing minimal variation between cycles. However, 
during combustion, from 0° to 80°, the mode and 
mean diverge, indicating larger variations be-
tween cycles due to irregularities in the combus-
tion process. 

Conclusion 
The development and successful testing of the 
measurement system confirms that this tech-
nique is suitable for applications in combustion 
engines. The sensors and signal acquisition cir-
cuitry proved to hold up to the extreme condi-
tions in the engine, although improvements are 
required to robustness of the first ring’s sensor, 
as it failed during the first combustion cycles. 

Future research will focus on broadening the ap-
plication of wireless eddy current sensor teleme-
try systems. Current topics include measure-
ment of cylinder liner distortion and oil film thick-
ness, as well as improvements to sensor robust-
ness and measurement quality in the second 
generation of the telemetry.  
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Fig. 1: Cross section of eddy current sensors in pis-
ton ring groove flanks

The LDC feature an internal sensor driver which
brings inductive sensors into oscillation. Each 
sensor is paired with a parallel capacitor to set 
the resonant frequency around 2.5 MHz. Capac-
itors with C0G dielectric are used due to their low
temperature coefficient of capacitance, as tem-
perature on the telemetry PCB readily exceeds
100 °C during full engine load.  

In most applications, the distance of a conduc-
tive target to an eddy current sensor is measured
by the change in power input to the sensing coil 
as it induces eddy currents and dissipative
power in the target. Due to the low Q factor of the
small eddy current sensors required for installa-
tion in the piston ring, this parameter is out of the
measurable range for the LDC1101. Instead, the
position of the ring is acquired by measuring the
change in inductance of the eddy current sensor.
As the ring approaches the sensor, the sensor’s
inductance decreases and resonation frequency
increases. This frequency is digitized by the LDC 
with an internal register and reference clock gen-
erated by the telemetry microcontroller.

The digitized frequency is polled at a sample rate
of 10 kHz. For an engine operating at 1500 rpm,
this corresponds to approximately 400 samples
per revolution which is sufficient to capture tran-
sient motion during combustion. While the M33
microcontroller features a core clock speed of
38.4 MHz, there is insufficient time to simultane-
ously sample and transmit data from all sensors 
in real time at this rate. Therefore, a buffer solu-
tion using magneto-resistive random-access 
memory is employed to store data over an 8 sec-
ond sample period. The high storage density, ex-
tended temperature range, and lack of write de-
lays are essential for successful implementation
of the telemetry. Time synchronization with other
sensors on the testbench is achieved with a ref-
erence signal transmitted once per revolution via 
an infrared diode to a photodiode receptor on the
telemetry. When a sampling period is complete,

measurements are wirelessly transferred to the
testbench.

Results
An example of the eddy current sensor output of 
the 2nd piston ring’s axial movement is plotted in
Fig. 2. As the measurements were performed on
a 4-stroke engine, the x-axis covers 720 degrees
of revolution, starting at 90 degrees before com-
bustion and continuing to the compression
stroke of the next cycle at 630 degrees. The
measurement consists of 150 combustion cycles
overlaid on the same plot in gray. For each crank
angle, the most common result is displayed in 
navy and the average result in orange. This post
processing strategy is required as the incremen-
tal resolution of the sensor is low, with approxi-
mately 10 increments of 12 µm corresponding to
a maximal ring movement of 120 µm.

Fig. 2: Eddy current sensor measurement results

It can be seen that for some portions of the cycle, 
45° before combustion for example, the mode
and mean values agree with each other, indicat-
ing minimal variation between cycles. However,
during combustion, from 0° to 80°, the mode and
mean diverge, indicating larger variations be-
tween cycles due to irregularities in the combus-
tion process. 

Conclusion
The development and successful testing of the
measurement system confirms that this tech-
nique is suitable for applications in combustion
engines. The sensors and signal acquisition cir-
cuitry proved to hold up to the extreme condi-
tions in the engine, although improvements are
required to robustness of the first ring’s sensor, 
as it failed during the first combustion cycles. 

Future research will focus on broadening the ap-
plication of wireless eddy current sensor teleme-
try systems. Current topics include measure-
ment of cylinder liner distortion and oil film thick-
ness, as well as improvements to sensor robust-
ness and measurement quality in the second
generation of the telemetry.
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Summary: It was demonstrated that a specific arrangement of magnet and single 3D magnetic field sensor can
effectively resolve the motion of a three-axis joystick. However, the proposed configuration lacks robustness against
stray magnetic fields. Building on the original concept, this work explores the feasibility of achieving stray field
immunity through differential measurement techniques. Our findings show that while a stray field robust design is
attainable, it imposes stringent requirements on system design and sensor arrangement to ensure reliable operation
under varying magnetic conditions.
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Background, Motivation, and Objective

Magnetic position systems leverage magnetic
fields from permanent magnets to translate rel-
ative physical position into electrical signals us-
ing magnetic field sensors [1]. Unlike mechani-
cal or optical alternatives, magnetic systems op-
erate contact-free and resist environmental fac-
tors like dirt and temperature variations, which
enhances their reliability in industrial applica-
tions. [2]. Recent advancements include multi-
dimensional sensing like three-axis joysticks [3]
or six degrees of freedom systems [4].

In [3] Malagó et al. propose a design method
for magnetic position systems based on geomet-
ric optimization, utilizing a differential evolution
algorithm that relies on fast analytical solutions
for magnetic field simulation. This method is ap-
plied to tracking three-axis joystick motion using
only a single 3D magnetic field sensor. This so-
lution provides a cost-effective, high-resolution
option for three-axis joysticks and ball-joint mo-
tion tracking for applications that include gam-
ing controls in simulators, steering in nautical
and aerospace fields, robotic joint motion track-
ing, as well as mechanical systems like steering
knuckles and multimedia control elements like
the BMW iDrive.

However, the system proposed by Malagó et
al. lacks stray field stability, meaning that small
variations from external magnetic fields can lead
to inaccurate position measurements. Robust
designs, such as those in [5], ensure consistent
performance, which is essential for safety and
precision in industrial applications. The authors
argue that a well-designed system can achieve
a state separation of more than 1 mT per de-
gree, offering significant robustness. However,
industry standards like ISO 26262 [6] account for
stray fields as high as 5 mT, posing a consider-
able challenge for maintaining measurement ac-

curacy in compliant systems.
In this work, we build upon the system and

simulation methods developed in [2] to design a
stray-field-stable three-axis joystick by applying a
differential measurement principle.

Methodology
Stray field robustness through differential mea-
surement uses pairs of strategically positioned
sensors to cancel a homogeneous external mag-
netic field by measuring the difference in their
readings. This approach isolates the target mag-
netic signal, focusing on variations caused by
the magnet rather than environmental interfer-
ence, thus enhancing accuracy without complex
shielding.

Analytical solutions are crucial to the magnetic
system design approach proposed in [3], as they
provide extremely fast computations of magnetic
fields of permanent magnets. This allows the ap-
plication of genetic algorithms in design spaces
with dozens of variables, facilitating the discov-
ery of novel solutions and optimal layouts. This
design approach is implemented using the Mag-
pylib Python package [7], which provides vec-
torized analytical solutions for rapid and efficient
magnetic field computations.

The chosen system design parameters in-
clude the position and orientation of the magnet
mounted on the joystick axis, as well as the posi-
tion and orientation of the sensor with an airgap
of 2 mm. Off-the shelf magnet sizes and cubical
geometries with sides between 2 mm and 5 mm
are chosen, with typical rare earth material with a
polarization of 1 T. The sensor itself contains two
3D sensing elements (pixels) spaced realistically
between 1 mm and 3 mm apart to allow integra-
tion of the differential sensing principle within a
single sensor unit. For practical reasons related
to PCB fabrication, two layout types are selected:
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Magnetic position systems leverage magnetic
fields from permanent magnets to translate rel-
ative physical position into electrical signals us-
ing magnetic field sensors [1]. Unlike mechani-
cal or optical alternatives, magnetic systems op-
erate contact-free and resist environmental fac-
tors like dirt and temperature variations, which
enhances their reliability in industrial applica-
tions. [2]. Recent advancements include multi-
dimensional sensing like three-axis joysticks [3]
or six degrees of freedom systems [4].

In [3] Malagó et al. propose a design method
for magnetic position systems based on geomet-
ric optimization, utilizing a differential evolution
algorithm that relies on fast analytical solutions
for magnetic field simulation. This method is ap-
plied to tracking three-axis joystick motion using
only a single 3D magnetic field sensor. This so-
lution provides a cost-effective, high-resolution
option for three-axis joysticks and ball-joint mo-
tion tracking for applications that include gam-
ing controls in simulators, steering in nautical
and aerospace fields, robotic joint motion track-
ing, as well as mechanical systems like steering
knuckles and multimedia control elements like
the BMW iDrive.

However, the system proposed by Malagó et
al. lacks stray field stability, meaning that small
variations from external magnetic fields can lead
to inaccurate position measurements. Robust
designs, such as those in [5], ensure consistent
performance, which is essential for safety and
precision in industrial applications. The authors
argue that a well-designed system can achieve
a state separation of more than 1 mT per de-
gree, offering significant robustness. However,
industry standards like ISO 26262 [6] account for
stray fields as high as 5 mT, posing a consider-
able challenge for maintaining measurement ac-

curacy in compliant systems.
In this work, we build upon the system and

simulation methods developed in [2] to design a
stray-field-stable three-axis joystick by applying a
differential measurement principle.

Methodology
Stray field robustness through differential mea-
surement uses pairs of strategically positioned
sensors to cancel a homogeneous external mag-
netic field by measuring the difference in their
readings. This approach isolates the target mag-
netic signal, focusing on variations caused by
the magnet rather than environmental interfer-
ence, thus enhancing accuracy without complex
shielding.

Analytical solutions are crucial to the magnetic
system design approach proposed in [3], as they
provide extremely fast computations of magnetic
fields of permanent magnets. This allows the ap-
plication of genetic algorithms in design spaces
with dozens of variables, facilitating the discov-
ery of novel solutions and optimal layouts. This
design approach is implemented using the Mag-
pylib Python package [7], which provides vec-
torized analytical solutions for rapid and efficient
magnetic field computations.

The chosen system design parameters in-
clude the position and orientation of the magnet
mounted on the joystick axis, as well as the posi-
tion and orientation of the sensor with an airgap
of 2 mm. Off-the shelf magnet sizes and cubical
geometries with sides between 2 mm and 5 mm
are chosen, with typical rare earth material with a
polarization of 1 T. The sensor itself contains two
3D sensing elements (pixels) spaced realistically
between 1 mm and 3 mm apart to allow integra-
tion of the differential sensing principle within a
single sensor unit. For practical reasons related
to PCB fabrication, two layout types are selected:

Fig. 1: Design layouts satisfying the design constraints (a) and (b). Simulation results (c).

the perpendicular layout, where the sensor pixels
are aligned along the z-axis (Fig. 1a), and the
longitudinal layout, where the two sensor pixels
lie in the same x-y plane (Fig. 1b).

Results
Simulations confirm that a differential setup is
possible for the three-axis joystick. As with the
original single-pixel design, strict design con-
straints apply: the magnet must be mounted on
the axis with an offset from the center, and its
magnetization must be oriented perpendicular to
both the displacement and the axis.

The perpendicular configuration is most effec-
tive when the sensor is positioned directly on the
z-axis. Here, the second pixel is placed at a
larger air gap, receiving significantly less mag-
netic field from the magnet and thus primarily
serving to ”measure the stray field”. The longitu-
dinal setup, however, is more challenging to im-
plement. This setup requires the sensor to be
laterally displaced beyond the magnet itself, with
the pixels aligned radially. The two schemes are
sketched in Fig. 1 (a) and (b).

Simulation results for optimal designs are pre-
sented in Fig. 1 (c), showing the minimum
state separation in millitesla per degree of joy-
stick tilt/rotation (step) for various magnet sizes
and tilt angles up to 20°. As anticipated, state
separation improves with greater inter-pixel dis-
tance. Perpendicular setups demonstrate signif-
icantly larger state separation, suggesting they
are better suited for sensing applications.

Conclusion and Outlook
We have demonstrated that stray-field-stable
magnetic detection of three-axis joystick mo-
tion is feasible using magnetic field sensors with
dual 3D sensing elements. Simulations reveal

that achieving a one-to-one correspondence be-
tween magnetic field states and joystick degrees
of freedom imposes strict requirements on mag-
net and sensor arrangement, with perpendicular
alignment generally yielding better results. The
sensor-magnet configurations developed in this
work are patented by Infineon Technologies AG.
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Summary: Magnetic scales and encoders are essential tools for precise measurement of linear displacement and
angular rotation, especially in applications requiring long stroke lengths. However, material imperfections and errors
in the magnetization process can result in inaccuracies within the magnetic zone patterns. This paper investigates
the phenomenon of “pole eating”, where magnetic poles are partially diminished by neighboring poles at larger air
gaps. A quantitative analysis of the impact of airgap variations on pole read-out accuracy is presented, focusing on
three key error parameters: zone length variations, zone depth inconsistencies, and zone polarization irregularities.
The findings provide insights into the tolerances necessary for reliable magnetic scale performance under varying
air gap conditions, contributing to improved design and operational guidelines for magnetic measurement systems.
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Background
Magnetic scales and encoders, linear and rotary,
are vital for precise position and velocity mea-
surements in industrial and scientific applica-
tions. Using Hall-effect or magnetoresistive sen-
sors, they detect incremental or absolute mag-
netic patterns encoded on a scale [1].

Magnetic encoders outperform optical coun-
terparts in robustness, tolerating dust, oil, and
vibration, making them ideal for demanding en-
vironments like robotics, CNC machinery, and
medical equipment.

Following [2], this study defines “zones” as
magnetized material patterns and “poles” as
the corresponding sensor signal patterns, with
poles being the regions between consecutive
zero crossings of the relevant field component.

Investigation of pole errors
Magnetic encoders are subject to various inaccu-
racies that can compromise their performance in
precision applications [3]. Variations in the mag-
netic zones—specifically in their length, depth,
and polarization (illustrated in Fig. 1)—often
arise from material inhomogeneities, run-out er-
rors, or imperfections during the magnetization
process [4]. These variations manifest as distor-
tions in the pole pattern of the measured signal,
directly affecting both absolute and incremental
position measurements.

This study demonstrates that these zone pat-
tern variations influence the pole pattern in an
airgap-dependent manner. This observation
suggests that the exact configuration of the mag-
netic zones on the encoder scale is less criti-
cal than the resulting magnetic field measured
above them. Notably, the magnetic field’s char-
acteristics change with airgap distance, a phe-

nomenon exemplified by the “pole eating” effect
shown in Fig. 2. This insight provides a basis for
reevaluating design and error mitigation strate-
gies in magnetic encoder systems.

Fig. 1: Defects in zone patterns studied: (a) zone
length variation, (b) zone depth variation, (c) zone
polarization variation. A sensor above the scale
detects the resulting field at a given airgap.

Results
To investigate the effects of pole length variation,
we utilized Magpylib, an open-source library for
analytical magnetic field calculations of perma-
nent magnets [5]. Magnetic zones were modeled
as idealized cuboid magnets, facilitating system-
atic parameter manipulation. The simulation pa-
rameters, representative of realistic linear and
rotary encoder systems, are detailed in Tab. 1.
The results are expressed as relative deviations,
ensuring scaling invariance and minimizing de-
pendence on the absolute parameter values of
the system.

Starting from an ideal magnetic zone pattern,
we introduced a single faulty zone and system-
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This study demonstrates that these zone pat-
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Fig. 2: Pole lengths measured above zone defects (Fig. 1a–c) at varying airgaps. Larger airgaps cause defect
poles to be increasingly “eaten” by neighboring poles due to signal zero-crossing shifts (vertical field component).

Tab. 1: Input parameters for analytical simulations.
Scaling invariance ensures results apply to systems
of varying sizes.

zone length 1mm

zone width 5mm

zone depth 0.5mm

magnetic polarization 100mT out-of-plane
read-out airgap 1

2 zone length = 0.5mm

atically varied three error types—zone length,
zone depth, and zone polarization—by up to 10%
of their original values. The deviations in pole
length, expressed as percentages relative to the
original pole lengths, were analyzed as a func-
tion of air gap variations. The results, summa-
rized in Fig. 3, reveal how specific error types in-
fluence pole read-out under different air gap con-
ditions.

Outlook
Our presented simulations provide initial insights
into the sensitivity of pole length deviations to
zone pattern imperfections. Current efforts are
focused on experimental validation of these find-
ings to establish a comprehensive understanding
of error sources and their impact on signal qual-
ity in practical encoder systems.
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Summary:
Monitoring the electrical resistance across biological barriers can serve as an indicator of barrier integ-
rity. Our biosensor system offers an alternative for electrical resistance measurements in a tailor-made 
system for biological barriers. Measurements of agarose gels at different concentrations (0.5%, 2% 
w/v) and volumes (150, 300 µl) should demonstrate the ability to distinguish between different conduc-
tive barriers. Resistance differences of intact and perforated barriers should highlight the sensor´s 
potential to assess the barrier integrity and its application in pharmaceutical research.
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Introduction
Biological barriers, such as the intestinal epithe-
lium, play a crucial role in pharmaceutical re-
search. Studying these barriers often involves 
monitoring their integrity using the transepitheli-
al electrical resistance (TEER), an accepted 
technique that quantifies electrical resistance 
across the cellular layer [1,2]. A high electrical 
resistance indicates an intact barrier, while 
weakened cell junctions display a reduced re-
sistance value. Commercially available devices 
have the drawback of limited flexibility concern-
ing electrode placement [1,3]. Common "chop-
stick" electrodes, with fixed design and spacing, 
restrict customization options.
Our work presents a biosensor platform inte-
grated in a 3D printed made tailor-made system 
for biological barriers, designed to measure 
electrical resistance. The continuous monitoring 
of the electrical resistance is essential to ensure 
a stable and intact barrier and prevent disturb-
ances of the barrier during experiments. The 
sensor system offers an adaptable alternative 
for electrical resistance measurements across 
barriers, with flexibility in electrode positioning, 
electrode geometry, and the applied potential, 
current, and frequency. This adaptability makes 
it suitable for assessing barrier integrity in dy-

namic environments, such as during transport 
studies.

Methods
The 3D printed polylactic acid (PLA) based 
module, consisting of a cover component and a 
base component, is linked to a peristaltic pump
(BMT Fluid Control Solutions GmbH, Germany).
The cell culture insert (Corning, USA) includes 
a porous polyethylene terephthalate (PET) 
membrane with a pore size of 0.4 µm. Before 
starting the measurements, the modules are 
filled with Hanks' balanced salt solution (HBSS 
buffer, gibco, Thermo Fisher Scientific, USA).
The sensor set-up features two stainless steel 
wires as electrodes, one in the upper compart-
ment and one in the lower compartment (Fig. 1)
The circuit consists of a voltage divider circuit 
linked to an Arduino microcontroller (Fig. 2).
The space between the electrodes contains the 
buffer and the barrier, which includes the PET 
membrane and the barrier model. Agarose gel 
is prepared at varying concentrations (0.5%, 
2% w/v) in HBSS buffer, boiled at 200 °C, and 
pipetted onto the membrane in volumes of 150 
µl or 300 µl, to simulate a barrier model. To 
assess the sensor’s ability to distinguish be-
tween intact and disrupted barriers, the respec-
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lium, play a crucial role in pharmaceutical re-
search. Studying these barriers often involves
monitoring their integrity using the transepitheli-
al electrical resistance (TEER), an accepted
technique that quantifies electrical resistance
across the cellular layer [1,2]. A high electrical
resistance indicates an intact barrier, while
weakened cell junctions display a reduced re-
sistance value. Commercially available devices
have the drawback of limited flexibility concern-
ing electrode placement [1,3]. Common "chop-
stick" electrodes, with fixed design and spacing, 
restrict customization options.
Our work presents a biosensor platform inte-
grated in a 3D printed made tailor-made system
for biological barriers, designed to measure 
electrical resistance. The continuous monitoring 
of the electrical resistance is essential to ensure 
a stable and intact barrier and prevent disturb-
ances of the barrier during experiments. The 
sensor system offers an adaptable alternative 
for electrical resistance measurements across
barriers, with flexibility in electrode positioning, 
electrode geometry, and the applied potential, 
current, and frequency. This adaptability makes
it suitable for assessing barrier integrity in dy-

namic environments, such as during transport 
studies.

Methods
The 3D printed polylactic acid (PLA) based
module, consisting of a cover component and a
base component, is linked to a peristaltic pump
(BMT Fluid Control Solutions GmbH, Germany).
The cell culture insert (Corning, USA) includes
a porous polyethylene terephthalate (PET)
membrane with a pore size of 0.4 µm. Before 
starting the measurements, the modules are 
filled with Hanks' balanced salt solution (HBSS
buffer, gibco, Thermo Fisher Scientific, USA).
The sensor set-up features two stainless steel
wires as electrodes, one in the upper compart-
ment and one in the lower compartment (Fig. 1)
The circuit consists of a voltage divider circuit
linked to an Arduino microcontroller (Fig. 2).
The space between the electrodes contains the 
buffer and the barrier, which includes the PET
membrane and the barrier model. Agarose gel
is prepared at varying concentrations (0.5%, 
2% w/v) in HBSS buffer, boiled at 200 °C, and
pipetted onto the membrane in volumes of 150 
µl or 300 µl, to simulate a barrier model. To 
assess the sensor’s ability to distinguish be-
tween intact and disrupted barriers, the respec-

tive gel is perforated with a 1000 µl pipette tip 
and remeasured. 
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Fig. 1 Customized electrode set-up integrated into 
a specially designed module that can accommodate 
a cell culture insert with a barrier 
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Fig. 2 The measurement principle involves a volt-
age divider with R1 as a resistor, two electrodes and 
a barrier that acts as a resistor. 

Results 
Initial data indicate the sensor´s potential to 
distinguish between an insert containing only 
buffer (without membrane), an insert with a PET 
membrane, and inserts filled with 150 µl 2% w/v 
or a 300 µl 2% w/v agarose gel. A 150 Ω 
resistor was chosen as R1. 

 

 

Preliminary resistance measurements (2000 Ω 
resistor chosen as R1) of the perforated gel 
resulted in a decrease in resistance for the dis-
rupted agarose barriers of 105 Ω for the 150 µl 
0.5% w/v gel and 131 Ω for the 150 µl 2% w/v 
gel (Fig. 4), showing the potential to differenti-

ate between the intact barrier and a perforated 
gel barrier. 
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Fig. 4 Resistance measurements of agarose gels 
with 150 µl 0.5% w/v and 150 µl 2% w/v , comparing 
intact versus perforated gels (n=5). 

Conclusion 
In conclusion, a sensor platform was developed 
to perform electrical resistance measurements 
of biological samples. Measurements using 
different conductive substrates, such as varying 
concentrations and volumes of agarose gel, 
indicate the platform's potential to distinguish 
between substrates with different electrical 
conductivity properties and between intact and 
perforated gel barriers. This advantage shows 
great potential for pharmaceutical research, as 
monitoring the barrier integrity is crucial for 
assessing the impact of environmental factors 
on the cell or tissue models during experiments. 
This is especially important in in-vitro models 
designed to simulate physiologically relevant 
environments, intending to reduce the need for 
animal studies. Future steps will focus on inte-
grating cell monolayers to further validate the 
sensor’s functionality in a biologically relevant 
model. Additionally, the platform could offer the 
potential to assess pharmaceutical-induced 
toxicity, as reduced electrical resistance indi-
cates cell barrier disruption, which might corre-
late to cytotoxicity. 
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Summary: We present an integrated scanning system designed for data collection and 3D reconstruction of
macroscopic ex-vivo soft tissues. It combines a commercial RGB-D camera, a rotary stage, and a lighting system to
capture high-resolution images with known and repeatable camera poses. The captured data enable the training of
Neural Radiance Field (NeRF) models. The technical validation assesses the precision of the camera system and
the accuracy of the NeRF-based 3D reconstruction. The demonstration of the system in clinical settings is illustrated
on ex-vivo tissue scans, proving the system’s potential for real-world deployment in medical environments.
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Background, Motivation and Objective
The creation of high-fidelity digital twins and 3D
virtual reconstructions of physical samples, es-
pecially in the medical field, is a rapidly ad-
vancing field. However, generating these de-
tailed digital twins presents challenges, partic-
ularly for surfaces that are reflective, homoge-
neous or nearly symmetrical, such as soft tis-
sues. Advancements in 3D reconstruction, no-
tably through NeRF, have demonstrated great
potential in solving these challenges. NeRF
generates high-quality virtual representations of
complex structures by training a neural network
to describe the density and color information for
each point of the scene in a continuous man-
ner, even in challenging conditions [1, 2, 3]. For
the clinical setting, a specialized scanning sys-
tem is required to capture the precise datasets
needed for NeRF-based and other RGB/RGB-D
reconstruction methods. To meet this need, we
present a novel surgical scanning system that re-
liably acquires NeRF-compatible data, enabling
the rapid, high-quality digital twins of resected
soft tissues for real-time surgical planning and
post-operative analysis [4, 5].

Description of the New Method or System
We present a semi-automatic scanner platform
designed for the rapid acquisition of RGB im-
ages, depth images, and point clouds, all with
precisely known camera positions. The plat-
form is further enhanced with NeRF-based algo-
rithms to enable high-precision 3D reconstruc-
tion of soft tissues. The system integrates an
RGB-D camera (Intel RealSense D405), a rotary
stage (Standa 8MR190-2-28, 0.01◦ resolution),
an LED lighting system, and a 3D-printed cam-
era arm (Figure 1). The polylactic acid (PLA)
camera arm allows the positioning of the pitch

angle of the camera between 0◦ and 90◦ (5◦

resolution) and the positioning of the camera
distance from the object between 60mm and
130mm (10mm resolution). The rotary stage au-
tomatically sets the yaw angle, whereas the pitch
angle of the camera axis is adjusted manually
on the camera arm. The soft tissues selected
for macroscopic description vary in size and
shape, ranging from 15mm to 65mm, and the
adjustable camera distance ensures the preser-
vation of their key features. The reconstruc-

Fig. 1: Semi-Automatic RGB-D Scanning System.

tion process consists of (i) calibration phase with
a ChArUco1 marker-based camera pose detec-
tion, (ii) acquisition of RGB-D and point clouds
phase, (iii) post-processing phase and (iv) train-
ing phase. The neural network was trained to
create an implicit representation of the scene us-
ing Nerfstudio [4]. Nerfstudio also includes a tool
for converting implicit representations to explicit
formats, allowing for the export of point clouds.
The training was performed on an NVIDIA T4
GPU within a Google Colab environment. The

1https://docs.opencv.org/4.x/d0/d3c/
classcv_1_1aruco_1_1CharucoBoard.html
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Background, Motivation and Objective
The creation of high-fidelity digital twins and 3D
virtual reconstructions of physical samples, es-
pecially in the medical field, is a rapidly ad-
vancing field. However, generating these de-
tailed digital twins presents challenges, partic-
ularly for surfaces that are reflective, homoge-
neous or nearly symmetrical, such as soft tis-
sues. Advancements in 3D reconstruction, no-
tably through NeRF, have demonstrated great
potential in solving these challenges. NeRF
generates high-quality virtual representations of
complex structures by training a neural network
to describe the density and color information for
each point of the scene in a continuous man-
ner, even in challenging conditions [1, 2, 3]. For
the clinical setting, a specialized scanning sys-
tem is required to capture the precise datasets
needed for NeRF-based and other RGB/RGB-D
reconstruction methods. To meet this need, we
present a novel surgical scanning system that re-
liably acquires NeRF-compatible data, enabling
the rapid, high-quality digital twins of resected
soft tissues for real-time surgical planning and
post-operative analysis [4, 5].

Description of the New Method or System
We present a semi-automatic scanner platform
designed for the rapid acquisition of RGB im-
ages, depth images, and point clouds, all with
precisely known camera positions. The plat-
form is further enhanced with NeRF-based algo-
rithms to enable high-precision 3D reconstruc-
tion of soft tissues. The system integrates an
RGB-D camera (Intel RealSense D405), a rotary
stage (Standa 8MR190-2-28, 0.01◦ resolution),
an LED lighting system, and a 3D-printed cam-
era arm (Figure 1). The polylactic acid (PLA)
camera arm allows the positioning of the pitch

angle of the camera between 0◦ and 90◦ (5◦

resolution) and the positioning of the camera
distance from the object between 60mm and
130mm (10mm resolution). The rotary stage au-
tomatically sets the yaw angle, whereas the pitch
angle of the camera axis is adjusted manually
on the camera arm. The soft tissues selected
for macroscopic description vary in size and
shape, ranging from 15mm to 65mm, and the
adjustable camera distance ensures the preser-
vation of their key features. The reconstruc-

Fig. 1: Semi-Automatic RGB-D Scanning System.

tion process consists of (i) calibration phase with
a ChArUco1 marker-based camera pose detec-
tion, (ii) acquisition of RGB-D and point clouds
phase, (iii) post-processing phase and (iv) train-
ing phase. The neural network was trained to
create an implicit representation of the scene us-
ing Nerfstudio [4]. Nerfstudio also includes a tool
for converting implicit representations to explicit
formats, allowing for the export of point clouds.
The training was performed on an NVIDIA T4
GPU within a Google Colab environment. The

1https://docs.opencv.org/4.x/d0/d3c/
classcv_1_1aruco_1_1CharucoBoard.html

use of the Nerfacto method for the training of a
single scene, comprising 200 images, typically
required approximately 20 minutes, with a maxi-
mum of 10,000 iterations.

Results

To evaluate the effectiveness of both the scan-
ning system and the algorithm, their outputs
were benchmarked against a reference standard
through two separate validation methods. The
depth accuracy of the Intel RealSense camera
was assessed at six sample pitch angles on the
camera arm (25◦, 35◦, 45◦, 60◦, 75◦ and 90◦), at
multiple yaw angles for each pitch angle. This
was repeated for three sample camera eleva-
tions (70mm, 90mm and 130mm). During these
acquisitions, the ChArUco board was placed on
the rotary stage with its width and height dimen-
sions serving as the control parameter of the
depth accuracy. The pattern real dimensions
were measured with a caliper and compared with
the same measurements carried out with Cloud-
Compare2 on the raw acquired point clouds. The
average absolute distance error and the average
standard deviation across all camera distances
were 0.24mm and 0.354mm, respectively, which
align with the manufacturer’s submillimeter accu-
racy claim. The accuracy of the NeRF-based re-
construction method was assessed through the
acquisition of 200 images, each at distinct yaw
and pitch angles and camera elevation. The
dataset comprised two objects with known ge-
ometries, specifically 30x30x30mm cubes made
of aluminum and delrin. The NeRF reconstruc-
tion of each reference object was then compared
to its original CAD model. As before, the mean
distance error of each point in the point cloud
was compared to the ground truth geometry of
the CAD models with the CloudCompare soft-
ware (see Figure 2). After a thorough tuning
phase to optimize the scanning and reconstruc-
tion pipeline, the average mean distance error
was 0.19 mm, and the standard deviation was
1.094 mm. The reconstruction pipeline proposed

Fig. 2: Aluminum reference cube with mean error
distances of the individual points.

2CloudCompare (version 2.13) [GPL software].
(2024). Retrieved from http://www.cloudcompare.
org/

above was evaluated with resected animal soft
tissues. An example is presented in Figure 3
to the reconstruction of an ex-vivo animal spec-
imen. During the acquisition, the petri dish con-
taining the specimen was placed on the rotary
stage. Although no ground truth geometry was
available for the soft tissue for thorough compar-
ison, it is apparent that the reconstruction pre-
served the main geometric features while pro-
viding an accurate representation of the surface
texture. Such tests revealed that the collected
data can be effectively used for RGB and RGB-D
based NeRF reconstruction methods and state-
of-the-art 3D reconstruction methods. Therefore,
the scanning system can be effectively utilized to
collect data sets for the macroscopic description
of ex-vivo soft tissues, with dimensions ranging
between 15mm and 65mm [6]. Future work will
focus on fine-tuning the presented algorithms to
improve their performance and efficiency. This
will include conducting comprehensive testing
and parameter adjustments. Additionally, there
will be an emphasis on gathering extensive and
diverse datasets to enhance the accuracy, reli-
ability, and generalizability of the system across
various real-world scenarios.

Fig. 3: Example of a 46x24x31mm canine mammary
neoplasm, its reconstructed point clouds and
generated mesh file.
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Summary: 
The efficacy of FFP2 masks heavily depends on its fit and whether it is worn correctly. We present a 
reusable smart face mask sensor patch that detects mask fit by pressure modulation and alerts the 
user if it undershoots a certain threshold. The patch gets fixed on the outside of the mask fleece non-
destructively, which opens the opportunity of adding other sensors, e.g. for hazardous gases. We test 
the patch with different subjects and discuss its sensitivity with respect to different external factors.   

Keywords: wearable, smart face mask, health monitoring, data science 

Background 
Face masks have become ubiquitous during 
COVID-19 pandemic, underlining the im-
portance of high-quality personal protective 
equipment. However, the efficacy of a face 
mask to protect the user against airborne virus-
es decreases if the mask is not worn correctly 
and/or does not match the user's physiognomy 
(mask fit or fit factor) or becomes too damp 
over time. Long-term users, e.g. healthworkers, 
are also advised to take breaks in wearing the 
mask to prevent fatigue.  

Smart face masks can meet these challenges if 
they fulfill three tasks: i) monitoring environmen-
tal parameters that change within a respiratory 
cycle and are sensitive to mask fit, ii) pro-
cessing this data on-board, and iii) alert the 
user in case of detected anomalies. An external 
device, e.g. a smartphone, may also carry out 
steps ii) and iii), in which case the mask should 
have a communication interface.  

Description of the New Method or System 
We design and construct a wireless sensor 
patch as shown in Fig. 1 that comes with a 
commercial sensor for pressure p, relative hu-
midity rH and temperature T (BME280), a bat-
tery plug for power supply, a sound transducer 
and LEDs for alerting the user and a system-
on-chip (SoC) that supports bluetooth low ener-
gy protocol (BLE). The patch is placed in a 3D-
printed protective case with an opening at the 
position of the sensor. The diameter and height 
of the final case is 2,8 cm and 0,8 cm, respec-

tively. We fix the patch on a FFP2 mask with a 
pair of magnetic rings, one within the case and 
the other on the far side of the mask fleece. 
Figure 1d) illustrates the case with the sensor 
patch being placed within the mask. We 
demonstrate, however, that the patch is also 
sensitive when placed at the outer layer of the 
mask, with the sensor facing the mask fleece.  

In contrast to other approaches with reusable 
hardware components, the sensor patch can be 
used with commercially available masks [1-3] 
and is by design more robust and hygienic 
compared to devices placed within the mask [4-
6]. The fixation on the outside of the filtering 
layers also opens the route for further hypothet-
ical add-ons, e.g. sensors for CO2 or other haz-
ardous gases, to warn the user in an event of 
external threat.  

Fig. 1. Photograph of the a) top view and b) bottom 
view of the sensor patch. Red arrows mark the actual 
sensor and SoC, respectively. c) sensor patch in 3D-
printed case with opening at sensor position. d) FFP2 
mask with magnetic ring that fixates the patch from 
the outside. (Image Copyright: Fraunhofer IMM) 
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Background 
Face masks have become ubiquitous during
COVID-19 pandemic, underlining the im-
portance of high-quality personal protective
equipment. However, the efficacy of a face
mask to protect the user against airborne virus-
es decreases if the mask is not worn correctly
and/or does not match the user's physiognomy 
(mask fit or fit factor) or becomes too damp
over time. Long-term users, e.g. healthworkers,
are also advised to take breaks in wearing the 
mask to prevent fatigue.

Smart face masks can meet these challenges if
they fulfill three tasks: i) monitoring environmen-
tal parameters that change within a respiratory 
cycle and are sensitive to mask fit, ii) pro-
cessing this data on-board, and iii) alert the
user in case of detected anomalies. An external 
device, e.g. a smartphone, may also carry out
steps ii) and iii), in which case the mask should 
have a communication interface. 

Description of the New Method or System
We design and construct a wireless sensor
patch as shown in Fig. 1 that comes with a 
commercial sensor for pressure p, relative hu-
midity rH and temperature T (BME280), a bat-
tery plug for power supply, a sound transducer
and LEDs for alerting the user and a system-
on-chip (SoC) that supports bluetooth low ener-
gy protocol (BLE). The patch is placed in a 3D-
printed protective case with an opening at the
position of the sensor. The diameter and height 
of the final case is 2,8 cm and 0,8 cm, respec-

tively. We fix the patch on a FFP2 mask with a 
pair of magnetic rings, one within the case and
the other on the far side of the mask fleece. 
Figure 1d) illustrates the case with the sensor
patch being placed within the mask. We 
demonstrate, however, that the patch is also
sensitive when placed at the outer layer of the 
mask, with the sensor facing the mask fleece. 

In contrast to other approaches with reusable 
hardware components, the sensor patch can be 
used with commercially available masks [1-3] 
and is by design more robust and hygienic
compared to devices placed within the mask [4-
6]. The fixation on the outside of the filtering 
layers also opens the route for further hypothet-
ical add-ons, e.g. sensors for CO2 or other haz-
ardous gases, to warn the user in an event of
external threat.

Fig. 1. Photograph of the a) top view and b) bottom
view of the sensor patch. Red arrows mark the actual 
sensor and SoC, respectively. c) sensor patch in 3D-
printed case with opening at sensor position. d) FFP2
mask with magnetic ring that fixates the patch from
the outside. (Image Copyright: Fraunhofer IMM) 

We test the device with respect to its capability 
to track the wear time and the fit quality of the 
mask for different users and under different 
conditions, like physical exercise, speech, etc.. 
We set up a suited algorithm that modifies and 
analyses the raw data under the constraints of 
being as time and power efficient as possible 
without losing sensitivity and selectivity.  

Results and Discussion 
While tracking mask wear time by signal modu-
lation is straightforward, detecting the mask fit 
is rather challenging, as a defined leakage of 
about 2-3 mm reduces the efficacy of the mask 
significantly and must be detected by the sen-
sors. User specific factors (tidal volume, physi-
ognomy, physical activity, respiratory rate etc.) 
add further constraints. We test the sensitivity 
of the sensor patch when fixed on the outer 
layer of an FFP2 mask with different artificial 
leakages. We therefore punch holes of different 
diameter into the fleece and compare it to the 
best achievable fit with no intended leakage, i.e. 
zero leakage area. Figure 2 illustrates the effec-
tive pressure modulation ∆p, where the ambient 
pressure, taken as a mean of intervals with a 
duration of ∆t = 15 seconds, has been subtract-
ed, for three leakage diameters, 0, 1 and 4 mm, 
respectively. The sampling rate is 20 Hz. In the 
example, the amplitude of the modulation de-
creases from about 50 Pa for the reference to 
about 30 and 25 Pa with increasing leakage 
area. Furthermore, the noise level of the meas-
urement is between 5 and 10 Pa. A reliable 
statement on the fit quality therefore requires 
further data processing such as smoothing 
methods, treatment of outliers etc., as well as a 
(potentially) user-specific threshold value. We 
focus on the pressure signal since rH and T 
modulate less significantly once they reach 
equilibrium after a few minutes of wear time. 

We record data sets from test subjects as they 
run through a predetermined performance pro-
file on an ergometer. The acquisition time is 30 
minutes. We split the datasets into intervals of 
15 seconds, perform a smoothing and after-
wards extract the signal stroke as well as the 
respiratory rate. Figure 3 shows the resulting 
correlation between both for a good (green 
circles) and bad (red diamonds) mask fit. Both 
datasets can be distinguished well by a thresh-
old line (black dashed) that also accounts for 
the dependency of the signal stroke on the res-
piratory rate.  

The proof of concept will be further discussed 
and tested with more and different subjects 
under different environmental conditions.     

Fig. 2. Pressure signal minus the average (ambient) 
pressure for best achievable mask fit (0 mm) and two 
different artificial leakages (1 and 4mm) over a period 
of 15 seconds. 

Fig. 3. Pressure signal stroke versus breathing fre-
quency for a test subject having a good (green cir-
cles) and bad (red diamonds) mask fit. Each data 
point refers to a 15sec time interval of an overall 
acquisition time of 30 min. The dashed line marks a 
potential decision threshold.  
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Summary:
In this contribution, we present a platform for the development and evaluation of Magnetomotive Ultra-
sound (MMUS) imaging algorithms for tissue mimicking materials. The presence of biological disturb-
ances such as respiration or mechanical vibrations in in-vivo experiments interferes with MMUS imag-
ing, which has to be considered for robust algorithm development. An electrodynamic shaker-based 
approach can be used instead of electromagnets to mimic magnetically induced displacements and
biological disturbances to provide enhanced data for MMUS algorithm development and evaluation.

Keywords: Magnetic Drug Targeting (MDT), superparamagnetic nanoparticles (SPIONs), Magneto-
motive Ultrasound (MMUS), local cancer treatment, ultrasound imaging.

Motivation
Magnetic Drug Targeting (MDT) with superpara-
magnetic nanoparticles (SPIONs) is an emerg-
ing cancer treatment method for a new local 
chemotherapy. A promising real-time imaging 
modality for monitoring the spatial distribution of 
SPIONs within tumorous tissue during the en-
richment is Magnetomotive Ultrasound (MMUS) 
imaging [1]. A recent review of MMUS can be
found in [2]. The basic idea behind MMUS is to
induce mechanical displacements in the µm 
range within the SPION-laden tumorous tissue 
by using a time-varying magnetic excitation field.
Over the past two decades, various magnetic ex-
citation fields have been studied in tissue mim-
icking phantoms or in-vivo, including harmonic, 
pulsed, linear up-chirp, and frequency-shift key-
ing [3]. An overview of phantom manufacturing 
can be found in [4]. However, the presence of bi-
ological disturbances such as respiration or me-
chanical vibrations in in-vivo experiments inter-
feres with MMUS imaging. In order to include 
these additional disturbances in the develop-
ment and evaluation of MMUS algorithms, we 
have realized an electrodynamic shaker-based 
platform, which allows the separate mechanical 
generation of magnetic excitation fields and dif-
ferent biological disturbances within a tissue 
mimicking phantom.

Experimental Setup
Common MMUS experimental setups require a
very strong electromagnet to magnetically in-
duce mechanical displacements in the µm range
within a phantom. Without biological disturb-
ances, only the internal SPION-laden tissue to-
gether with the surrounding tissue will move. Bi-
ological disturbances can instead be considered
as global movement across both the SPION-
laden and SPION-free tissue. Fig. 1 shows a 
schematic overview of the new MMUS platform.
Internal movement can be generated using a
shaker and a U-shaped element around the 
phantom and attached to the surfaces of the 
phantom parallel to the xy-image plane. Global 
movement can be mimicked by using another 
shaker to move an ultrasonic transducer. To re-
duce the complexity of in-vivo experiments to
one-dimensional biological movements, the ul-
trasonic transducer can individually move either
in x, y or z direction. Displacements are gener-
ated using two Tira TV 51110 vibration systems 
in combination with a Tektronix AFG3102 arbi-
trary function generator and are recorded using
a Micro-Epsilon optoNCDT 1420 triangulation 
sensor. Ultrasound data is collected by means of
an Ultrasonix SonixTouch ultrasound scanner in 
combination with a L9-4/38 ultrasonic trans-
ducer.
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Summary:
In this contribution, we present a platform for the development and evaluation of Magnetomotive Ultra-
sound (MMUS) imaging algorithms for tissue mimicking materials. The presence of biological disturb-
ances such as respiration or mechanical vibrations in in-vivo experiments interferes with MMUS imag-
ing, which has to be considered for robust algorithm development. An electrodynamic shaker-based 
approach can be used instead of electromagnets to mimic magnetically induced displacements and
biological disturbances to provide enhanced data for MMUS algorithm development and evaluation.
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Motivation
Magnetic Drug Targeting (MDT) with superpara-
magnetic nanoparticles (SPIONs) is an emerg-
ing cancer treatment method for a new local 
chemotherapy. A promising real-time imaging
modality for monitoring the spatial distribution of
SPIONs within tumorous tissue during the en-
richment is Magnetomotive Ultrasound (MMUS)
imaging [1]. A recent review of MMUS can be
found in [2]. The basic idea behind MMUS is to
induce mechanical displacements in the µm
range within the SPION-laden tumorous tissue
by using a time-varying magnetic excitation field.
Over the past two decades, various magnetic ex-
citation fields have been studied in tissue mim-
icking phantoms or in-vivo, including harmonic,
pulsed, linear up-chirp, and frequency-shift key-
ing [3]. An overview of phantom manufacturing
can be found in [4]. However, the presence of bi-
ological disturbances such as respiration or me-
chanical vibrations in in-vivo experiments inter-
feres with MMUS imaging. In order to include
these additional disturbances in the develop-
ment and evaluation of MMUS algorithms, we
have realized an electrodynamic shaker-based
platform, which allows the separate mechanical
generation of magnetic excitation fields and dif-
ferent biological disturbances within a tissue
mimicking phantom.

Experimental Setup
Common MMUS experimental setups require a
very strong electromagnet to magnetically in-
duce mechanical displacements in the µm range
within a phantom. Without biological disturb-
ances, only the internal SPION-laden tissue to-
gether with the surrounding tissue will move. Bi-
ological disturbances can instead be considered
as global movement across both the SPION-
laden and SPION-free tissue. Fig. 1 shows a 
schematic overview of the new MMUS platform.
Internal movement can be generated using a
shaker and a U-shaped element around the
phantom and attached to the surfaces of the
phantom parallel to the xy-image plane. Global 
movement can be mimicked by using another
shaker to move an ultrasonic transducer. To re-
duce the complexity of in-vivo experiments to
one-dimensional biological movements, the ul-
trasonic transducer can individually move either
in x, y or z direction. Displacements are gener-
ated using two Tira TV 51110 vibration systems
in combination with a Tektronix AFG3102 arbi-
trary function generator and are recorded using
a Micro-Epsilon optoNCDT 1420 triangulation 
sensor. Ultrasound data is collected by means of
an Ultrasonix SonixTouch ultrasound scanner in 
combination with a L9-4/38 ultrasonic trans-
ducer.

Fig. 1. Schematic overview of the platform for mim-
icking magnetically induced displacements and bio-
logical disturbances for MMUS experiments. 

Experiment and Results 
To demonstrate the working principle of the new 
development platform, we performed an experi-
ment using a disturbed linear up-chirp and a 
MMUS algorithm explained in [5]. This MMUS al-
gorithm uses a phased-based displacement es-
timator and cross-correlation filtering for each 
pixel. The excitation and disturbance generated 
by the shakers are shown in Fig. 2. 

Fig. 2. Linear up-chirp excitation from 1 Hz to 6 Hz 
(left) and Gaussian noise disturbance (right). 

The ultrasound imaging method selected was a 
clinically scanned B-mode with a center fre-
quency of 6.6 MHz, 58 frames per second, me-
chanical index of 0.53, and thermal index of 0.37. 
Fig. 4 shows a B-mode image of the utilized 
phantom with scattering material. For compari-
son, a phase-based displacement estimation of 
a selected pixel with and without disturbance is 
depicted in Fig. 3. 

Fig. 3. Phase-based displacement estimation with-
out disturbance (left) and with Gaussian noise disturb-
ance (right). 

The final MMUS image after evaluating each 
pixel for maximum displacement is illustrated in 
Fig. 4. It shows decreasing movement from the 
excitation through the surrounding area to the 
surface. The movement on the surface could be 
confirmed using the triangulation sensor. 

Fig. 4. B-mode image of utilized phantom (left) and 
MMUS image (right). The dotted box indicates the lo-
cation of the attached U-shaped element. 

Conclusion and Outlook 
This contribution demonstrates a new shaker-
based platform for MMUS algorithm develop-
ment. It could be shown that one shaker allows 
mimicking very low internal displacements in the 
µm range, and that an additional shaker can be 
used to add disturbance on top. Finally, it was 
possible to mimic common MMUS setups and to 
perform MMUS imaging of disturbed internal dis-
placement. This platform enables to study and 
develop new MMUS algorithms under new con-
ditions. Future research will focus on different 
excitations and disturbances. In addition, an ul-
trasound-based method to determine the con-
tours will be investigated to better differentiate 
between tumorous and healthy tissue. 
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Summary:
The contribution discusses the new opportunities made possible by revised SI. On particular example 
of small force measurement (below 10 µN) the new traceability routes for the measurement quantities 
will be described. Additionally, the improvements deriving from the adopted new methodology will be 
shown. As a new concept adapted in small mass/force metrology the Photon Momentum method is 
employed. Thus, the traceability of the force measurements can be obtained in two complementary 
means. One, that is traceable via optical power detectors to quantum electrical standards, and the sec-
ond one similarly, is traceable via Kibble balance principle using mass realization methodology to the 
quantum electrical standards. The Photon momentum method is especially advantageous to use for the 
small force calibrations below µN range where the dead weight force calibration method has already 
several limitations. E.g. during the calibration of small mass standards (to be used further for Force 
calibration) using conventional subdivision method the uncertainty of these masses grows, reaching a 
couple of percent level for masses below 0.1 mg.

Keywords: Photon momentum, small forces, small mass standards, optical power, traceability, quan-
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DOI 10.5162/SMSI2025/A4.1



SMSI 2025 Conference – Sensor and Measurement Science International 51

New opportunities in Revised SI: Traceable measurement
quantities and improved uncertainties in small mass/force 

metrology
Suren Vasilyan1, Vitalii Shmagun1, Norbert Rogge1, Thomas Kissinger1, Thomas Fröhlich1,

1 Institute for Process Measurement and Sensor Technology, Technische Universität Ilmenau
Ehrenbergstraße 29, 98693 Ilmenau, Germany,

suren.vasilyan@tu-ilmenau.de

Summary:
The contribution discusses the new opportunities made possible by revised SI. On particular example 
of small force measurement (below 10 µN) the new traceability routes for the measurement quantities
will be described. Additionally, the improvements deriving from the adopted new methodology will be
shown. As a new concept adapted in small mass/force metrology the Photon Momentum method is
employed. Thus, the traceability of the force measurements can be obtained in two complementary
means. One, that is traceable via optical power detectors to quantum electrical standards, and the sec-
ond one similarly, is traceable via Kibble balance principle using mass realization methodology to the
quantum electrical standards. The Photon momentum method is especially advantageous to use for the 
small force calibrations below µN range where the dead weight force calibration method has already
several limitations. E.g. during the calibration of small mass standards (to be used further for Force 
calibration) using conventional subdivision method the uncertainty of these masses grows, reaching a
couple of percent level for masses below 0.1 mg.

Keywords: Photon momentum, small forces, small mass standards, optical power, traceability, quan-
tum electrical standards, kibble balance, 

Novel Sensor Principle for High-Precision SI-Traceable 
Force Measurements 

Martin Wittke1, Mario André Torres Melgarejo1, Matthias Wolf1, Thomas Fröhlich2, René Theska1 

Technische Universität Ilmenau, Department of Mechanical Engineering, Ilmenau, Germany
1Institute for Design and Precision Engineering, Precision Engineering Group

2Institute of Process Measurement and Sensor Technology, Process Metrology Group
martin.wittke@tu-ilmenau.de

Summary:
Prior to 2019, force and mass measurements had to be traced back to the International Prototype Kilogram, which 
realized the SI unit kilogram. This definition required a long calibration chain with a series of relative mass compar-
isons. By setting Planck's constant to a fixed numerical value of h = 6.626 070 15 · 10-34 J s in the redefinition pro-
cess, each instance of the calibration chain can now traceably measure absolute forces or masses. However, sys-
tems that provide a direct correlation between electrical and mechanical quantities are required. This work presents
a novel sensor principle for high-precision SI-traceable force measurements. The sensor is based on the Planck 
Balance principle. Sub-mechanisms for compensating the stiffness of the compliant kinematic structure are inte-
grated to maximize the resolution and minimize the uncertainty. The compensation mechanisms are based on 
preloaded springs to guarantee functionality in any orientation. The stiffness can be reduced to at least 0.04 % of 
the initial value. A force resolution below 40 pN is therefore achieved.

Keywords: force sensor, load cell, force measurement, electromagnetic force compensation, stiffness compen-
sation, Planck Balance, SI, traceability

Introduction
Prior to 2019, the traceability of the SI unit kilogram 
had to be ensured via a long calibration chain back to 
the International Prototype Kilogram. By setting 
Planck's constant to h = 6.626 070 15 · 10-34 J s as a 
new SI reference, traceable measurements are open 
to all institutions independently. The sensor principle 
presented in this work offers a solution for force meas-
urements in a wide field of precision engineering ap-
plications. It is based on the principle of a Planck bal-
ance and includes spring-based stiffness compensa-
tion mechanisms. Thus, the force resolution is in-
creased and the measurement uncertainty is de-
creased independently of the orientation.

Methods
Planck Balance
The Planck Balance uses the compensation principle 
to determine the force FM in Measurement Mode. The 
force is initiated translationally via a parallel spring 
guide, which is connected to a measurement lever by
a coupling element. Once the force is applied, a posi-
tion sensor measures the deflection of the lever. A 
controller processes the signal and energizes the 
electromagnetic actuator with the current iKy to keep 
the measurement lever in balance. To calculate the 
force FM using equation (1), the actuator constant 
BVC ∙ LVC needs to be determined. 

FM = iky · BVC · LVC (1)

The Velocity Mode is used for an in-situ calibration of 
the voice coil. A second actuator generates specific
oscillations. The induced voltage uind(t) in the voice 

coil is measured and synchronized with the velocity 
vBC(t) of the load carrier, which is determined using an 
interferometer. Therefore, equation (2) can be applied 
to calculate the actuator constant traceable to
Planck’s constant and the speed of light.

uind(t) = vBC(t) · BVC · LVC (2)

Stiffness compensation 
Due to the high motion reproducibility and negligible
material friction, kinematic structures in precision ap-
plications are frequently designed as compliant mech-
anisms with concentrated compliances. However, 
even minimal hinge thicknesses of approx. 50 µm are 
still considerably limiting resolution and measurement 
uncertainty. Therefore, the residual stiffness needs to 
be compensated. Existing solutions use masses, 
magnets, or springs. Springs are advantageous since 
they work independently of their orientation and do not 
generate magnetic interference fields.  

Sensor Principle
The novel force sensor principle (Figure 1) features 
the fundamental structure of the Planck balance. How-
ever, there is only one voice coil actuator. Investiga-
tions showed that a single actuator can be used to 
generate the oscillation for the Velocity Mode and to 
measure the induced voltage [1]. Spring-based stiff-
ness compensation mechanisms [2] are integrated to 
compensate for the residual stiffness of the thin revo-
lute joints. To eliminate static imbalances due to man-
ufacturing-related position deviations of the joints and 
to prevent further function limitation [3], a double con-
figuration of the mechanism is used. The Joints P1 and 
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P2 are purposefully displaced by the distance ∆yPnNn.
The two compensation mechanisms thus generate 
two counter-directed moments about the lever joint H, 
which cancel each other out. The spring preload dis-
tances dQx can therefore be used to adjust the position
dKy of the static equilibrium and simultaneously to re-
duce the stiffness to the target value.

Fig. 1: Principle of the novel force sensor. 

Simulation results
The kinematic structure was investigated using the 
rigid body model. The force-displacement diagrams 
are shown across the entire compensation range
(Fig. 2) and around zero stiffness (Fig. 3).

Fig. 2: Force-displacement diagram of the kinematic 
structure for a range from 0 mm to -0.5 mm for dQx.

Fig. 3: Force-displacement diagram of the kinematic 
structure around zero stiffness for preload resolution 
steps of 50 nm for dQx.

Discussion
The results of the rigid body simulation confirm the 
feasibility of the principle. A reduction in stiffness is 
achieved by preloading the spring elements. There 
are linear correlations between the stiffness of the 
mechanism and the preload distance of the springs,
as well as force and deflection. In the working range 
around zero stiffness, the force-displacement curve
shows a slightly nonlinear behavior. For the consid-
ered configuration, the highest positive residual stiff-
ness is achieved at dQx = -381.55 μm, if a preload ad-
justment resolution of 100 nm is assumed. The initial 
stiffness can thus be reduced from 24.61 N/m to
9.86 · 10-3 N/m. With a position detection sensitivity of 
1 nm at the operation point K and transmission ratio 4,
forces FM of 39.44 pN can be resolved.

Summary and Outlook
The redefinition of the SI unit kilogram allows every 
institution to perform directly traceable force and mass 
measurements. This paper presented a novel force 
sensor principle intended for precision engineering 
applications. It is based on the Planck balance using
two spring-based mechanisms to compensate for the 
residual stiffness of the compliant kinematic structure. 
The principle theoretically allows a perfect stiffness re-
duction, practically down to at least 0.04 % of the initial 
value. The influences of critical manufacturing devia-
tions are also eliminated by adjustment. The achieva-
ble force resolution is below 40 pN.
In future work, the complete kinematic structure will be 
designed as a compliant mechanism. All actuators 
and sensors will be specified and integrated into the 
system. The manufactured sensor will be put into op-
eration and investigated experimentally.
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P2 are purposefully displaced by the distance ∆yPnNn.
The two compensation mechanisms thus generate
two counter-directed moments about the lever joint H, 
which cancel each other out. The spring preload dis-
tances dQx can therefore be used to adjust the position
dKy of the static equilibrium and simultaneously to re-
duce the stiffness to the target value.

Fig. 1: Principle of the novel force sensor. 

Simulation results
The kinematic structure was investigated using the
rigid body model. The force-displacement diagrams
are shown across the entire compensation range
(Fig. 2) and around zero stiffness (Fig. 3).

Fig. 2: Force-displacement diagram of the kinematic 
structure for a range from 0 mm to -0.5 mm for dQx.

Fig. 3: Force-displacement diagram of the kinematic 
structure around zero stiffness for preload resolution
steps of 50 nm for dQx.

Discussion
The results of the rigid body simulation confirm the 
feasibility of the principle. A reduction in stiffness is 
achieved by preloading the spring elements. There
are linear correlations between the stiffness of the
mechanism and the preload distance of the springs,
as well as force and deflection. In the working range
around zero stiffness, the force-displacement curve
shows a slightly nonlinear behavior. For the consid-
ered configuration, the highest positive residual stiff-
ness is achieved at dQx = -381.55 μm, if a preload ad-
justment resolution of 100 nm is assumed. The initial
stiffness can thus be reduced from 24.61 N/m to
9.86 · 10-3 N/m. With a position detection sensitivity of
1 nm at the operation point K and transmission ratio 4,
forces FM of 39.44 pN can be resolved.

Summary and Outlook
The redefinition of the SI unit kilogram allows every
institution to perform directly traceable force and mass 
measurements. This paper presented a novel force 
sensor principle intended for precision engineering
applications. It is based on the Planck balance using
two spring-based mechanisms to compensate for the 
residual stiffness of the compliant kinematic structure. 
The principle theoretically allows a perfect stiffness re-
duction, practically down to at least 0.04 % of the initial 
value. The influences of critical manufacturing devia-
tions are also eliminated by adjustment. The achieva-
ble force resolution is below 40 pN.
In future work, the complete kinematic structure will be
designed as a compliant mechanism. All actuators 
and sensors will be specified and integrated into the
system. The manufactured sensor will be put into op-
eration and investigated experimentally.
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Summary: When a Kibble balance is operated at highest accuracy level, often a Programmable Josephson
Voltage Standard (PJVS) and a Free-Fall Absolute Gravimeter are located in the same room. The helium used
in PJVS systems can evaporate into the laboratory air, potentially contaminating the rubidium clock used by the
gravimeter. This contamination affects the absolute frequency of the clock and can lead to wrong measurements of
the free-fall acceleration, and, as a consequence, wrong determination of the mass.
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Introduction

Since the re-definition of the SI unit kilogram in
2019, the Kibble balance [1] is one possible ex-
periment to realize the unit at highest accuracy
level. Because the Kibble balance compares the
weight of a mass piece to an electro-magnetic
force, the knowledge of the local acceleration
due to free-fall (gravity) must be known to high
accuracy. The accuracy of the most precise Kib-
ble balances is at a relative level of 1× 10−8. For
the force comparison a Kibble balance needs
accurate timing, be it for velocity measurements
or synchronization of data acquisition systems.
Also, the absolute gravimeter requires accurate
timing, as it measures the free-fall acceleration
via laser interferometric length measurements,
combined with accurate time stamps for all the
measured positions along the free-fall trajectory.
On the other hand, for measurements of voltage
at the relative 1 × 10−9 level and better, a Pro-
grammable Josephson Voltage Standard (PJVS)
is usually used in Kibble balance experiments.
Those PJVS require liquid helium for cooling. An
evaporation of some helium during operation or
preparation of the measurement is unavoidable.
The helium content in the laboratory room
will thus increase, which can have significant
negative effects on the frequency accuracy of
a rubidium clock, as reported in the literature
(see, e.g. [2]). Such clocks are usually used
in free-fall absolute gravimeters, especially of
kind FG5/X, from the company Microg-LaCoste,
CO, USA. A helium-induced frequency shift
has been observed and reported, e.g. in [3] or
[4]. However, also for other components in the
Kibble balance experiments, rubidium clocks
can be used, e.g. for data acquisition systems
or for the PJVS itself.
The Physikalisch-Technische Bundesanstalt
(PTB), the German national metrology institute,
is developing a compact Kibble balance, called

Planck-Balance [5], for industrial applications.
To this end, a PJVS is run in the laboratory of
the Planck-Balance. At the same time, an FG5X
gravimeter is located in the same lab room.
Recently, we noticed a rapid increase in the
absolute frequency of the rubidium clock, which
is integrated in the FG5X, while a PJVS was in
operation. In this short article, we report on the
observed details.

Effect of Helium Contamination on Rubidium
Clocks
The impact of helium on rubidium clocks is
known among specialists. For example, in [3] or
[4] this issue was reported for gravimeters. In
[2] the authors investigated this effect systemati-
cally for different kinds of noble gases. Therein, it
is stated that the effect is a result of the collisions
of the Rb atoms with the noble gas atoms. In the
case of He (as well as for Ne) atoms this shift is
always positive, while for other noble gases (Ar,
Kr, Xe) it is negative. Measured cross sections
agree very well with a pseudo-potential model,
as the authors reported. Thus, the effect can be
theoretically predicted and quantified.

Observations in the Laboratory
In the Planck-Balance laboratory at the PTB
we regularly perform measurements of the lo-
cal free-fall acceleration with our free-fall abso-
lute gravimeter FG5X-263, or we make investi-
gations of it. For those measurements we usu-
ally either use PTB’s 10MHz signal that is pro-
vided via an optical fiber to our lab room, or we
lock the gravimeter’s rubidium clock to a GPS.
For our Planck-Balance we also have a PJVS in
the same lab, but during the last few months, the
PJVS was not in operation, so that no helium de-
war was in the lab.
End of October this year, for reasons of high-
accuracy voltage measurements of the Planck-
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Balance, the PJVS was prepared with a dewar
of liquid helium. During this time the gravimeter
was running as well, however, with the rubidium
clock still locked to a GPS. After the gravimeter
measurements were finished, the GPS was dis-
connected from the gravimeter, and in the follow-
ing an increase of the absolute frequency was
observed (see fig. 1). In the beginning, we as-
sumed that the clock was broken, as the relative
drift was on the order of 5 × 10−10 d−1, a rate
that is very high, when compared to the clock
specifications. Note that a positive relative bias
of 5 × 10−10 in the clock frequency results in an
error of −1 µGal (or 1×10−9 relative) in the mea-
sured gravity.

Fig. 1: The clock shows a rapid increase of its
absolute frequency. The drift amounts to about
4× 10−10 d−1. After the clock was moved to another
room (see insert), the positive drift ceased, and a
negative drift started, with an approximate rate of
−0.2× 10−10 d−1.

Helium contamination was initially ruled out,
as the dewar was connected to a silicone hose
discharging the evaporated helium outside. It
was assumed that this setup would prevent any
significant helium concentration from accumulat-
ing in the room. But since the drift was posi-
tive, as the theory predicts, we decided to move
the clock to another room to see if the effect di-
minishes or even reverses. In the following, first
a further increase of the clock frequency was
observed for one day, reaching a maximum of
87.9×10−10 of relative frequency offset (which is
equivalent to a gravity error of about −17.6 µGal–
resulting in a relative error of 17.6 × 10−9 in a
mass determination with a Kibble balance). Af-
ter that a constant, but very slow decrease by
about 2× 10−11 d−1 set in, which is lasting since
then. This fact suggests that the rubidium clock
was not contaminated by a sudden surge, but
that the helium diffused into the glass cell at a
steady rate. Assuming a linear drop in frequency,
it will probably take over a year for the frequency
to return to exactly 10MHz. This rate, however,
agrees quite well with a time constant of 90 to
100 days, as reported by [4]. For these reasons,
we assume that the observed frequency devia-

tion actually comes from the helium.

Conclusion
Although helium contamination-induced fre-
quency shifts of rubidium clocks is known in clock
community, and partly also in gravity community,
it might not be well known to groups working
on Kibble balances. In such experiments, the
effect is of great importance, as usually in the
same laboratory, where the mass is determined,
a PJVS is operated with liquid helium. This can-
not only introduce a bias in the gravity determi-
nation with the gravimeter, but also to the velocity
determination of the Kibble experiment, when in
this case also a rubidium clock is used. In our
case, a two-week contamination of the rubidium
clock by helium, with normal operation of a PJVS
and a room size of approx. 90m3, led to a relative
frequency error of 87.9× 10−10. If this error were
to be disregarded in a mass determination with
the Kibble balance, the relative error in the mass
determination would be around 17.6 × 10−9, i.e.
more than the combined measurement uncer-
tainties of the best Kibble balances worldwide.
Moreover, the real amount of evaporated helium
can easily be underestimated, as some tests with
a helium leak detector at our PJVS showed us.
Taking into account that 1L of liquid helium con-
verts into 750L of gaseous helium, a daily rate
of realistic 3L of liquid helium can occupy a non-
negligible part of the lab room. Therefore, it is
recommended to use clocks that are not prone
to helium contamination, or at least discipline the
rubidium clock by a GPS signal.
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tive, as the theory predicts, we decided to move
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87.9×10−10 of relative frequency offset (which is
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resulting in a relative error of 17.6 × 10−9 in a
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Low-Cost Acoustic Measurments
by Calibration of Consumer Grade Hardware
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Summary: Multiple sensors with excellent linearity and high precision are often necessary to investigate
acoustic problems (e.g., beamforming, impedance tube, spacial decomposition). This paper explores
a flexible acoustic measurement system consisting of low-cost consumer-grade hardware. A MEMS
capsule is paired to a P48-compatible pre-amplifier to form the microphone, which can then be used with
off-the-shelf microphone amplifiers and converters available from the consumer or pro audio industry.
Because the converters use widely available protocols like ASIO, CoreAudio, and others, an open-source
Python module can be used to conduct the measurements. The acoustic measurement system is first
calibrated and then evaluated at each stage to examine its performance and find its weaknesses to be
explored by future research.

Keywords: Acoustics, Microphone, Low-Cost, Calibration, Measurement

Motivation
Acoustic measurements demand a precise
and frequency-independent measurement chain,
starting from the electro-acoustic transducer
over several signal conditioning and amplification
stages, to finally reach AD conversion. Due to
the trend towards integration, the MEMS micro-
phone was established as a low-cost and bet-
ter performance alternative to the standard inte-
grated FET capsules [1]. There were previous at-
tempts to use MEMS capsules in high-precision
measurement [2]. They still lag behind in fre-
quency response and noise, but the gap is nar-
rowing [3]. The steady consumerization trend
has made high-quality converters and amplifiers
widely available and affordable, especially in the
consumer and pro audio industry. Of course, the
low price has disadvantages like missing speci-
fications, no user support for measurement pur-
poses, and no specialized software.

The low-cost alternative
With the motivation of a decentralized hardware
and software approach and the inclination to-
ward open-source projects, this paper assesses
a complete audio measurement chain using only
cheap and widely available resources. The pro-
posed framework consists of a MEMS micro-
phone capsule, the Infineon IM73A135. The cen-
terpiece of the proposed measurement chain is
an in-house developed pre-amplifier, signal- and
power-conditioner circuit [4], enabling the con-
nection between the capsule output and the in-
terface input with P48 power supply [5]. The
RME Fireface UFX+ is used as a microphone
amplifier, power supply, and converter, offer-
ing up to 24bit depth and 192kHz sample rate.

Due to the use of widely available audio pro-
tocols like ASIO on Windows or CoreAudio on
MacOS, the list of compatible software is ex-
tensive and includes many open-source options.
The measurement software used in this paper is
the ASMU Python package [6]. It is an audio
framework for sound measurement and manip-
ulation purely written in Python and offers great
flexibility for simple measurement tasks. Due
to the pure Python implementation, integration
in post-processing code is nearly effortless. All
measurements for this paper are conducted with
the described setup.

Measurement and Results

Before the measurements, the audio interface in-
puts are calibrated. We use a sine generator
(1 kHz, 1Vp) and connect it to the audio inter-
face input. A high-precision multimeter (Keithley
2000) is used to measure the input voltage, and
due to the grounding of the generator, a 50Ω re-
sistor provides pseudo balancing (Fig. 1a). This
calibrated input is now used to calibrate the out-
puts of the interface (Fig. 1b) by again using a
1 kHz sinusoidal signal. A microphone calibrator
(B&K Type 4231) is used to calibrate the acous-
tics by prescribing a known sound pressure to
the capsule for the microphone connected, as
shown in Fig. 1f. This is done for the low-cost
microphone and a reference microphone (B&K
Type 4190).

We first evaluate the linearity of the interface’s
outputs and inputs. Therefore, we create a loop-
back connection (Fig. 1c) called LOOP. The in-
terface is used to excite a pink noise signal while
simultaneously recording it. Fig. 2 shows the
latency-adjusted voltage transfer function of the
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Fig. 1: Connection for input (a) and output (b)
calibration. Measurement setups for loopback (c),
channel mismatch (d), pre-amplifier (e), and acoustic
measurements (f).

ideal and recorded signal. Additionally, we com-
pute the input mismatch by comparing two inputs
connected in parallel (Fig 1d). The 0.6 dB off-
set is explained by the active balancing circuit in-
side the interface, which exhibits different gains
for balanced and unbalanced connections and
by the changed generator impedance. Besides
that the results show a frequency response from
6.3Hz to 63 kHz within 0.5 dB deviation.
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Fig. 2: Voltage frequency responses for the loopback
(LOOP), channel mismatch (LOOP mism.), and
pre-amplifier (PRE) measurements.

The pre-amplifier (PRE) is tested by inserting it
into the discussed loopback connection (Fig. 1e)
and again computing the voltage transfer func-
tion. The results in Fig. 2 show excellent lin-
earity over the entire frequency range, with an
expected highpass behavior due to internal cou-
pling capacitors. The two microphones (low-

cost and reference B&K) are placed membrane
to membrane in an anechoic chamber, with a
broadband speaker at 1m distance. The speaker
is calibrated (through the reference microphone)
to excite a pink noise signal at 94 dB. We finally
compute the pressure transfer function between
the two microphones and plot them over the fre-
quency in Fig. 3. The results are character-
ized by a low-frequency drop and a significant
rise in gain above 10 kHz. The MEMS capsule
frequency characteristics cause this behavior,
which closely corresponds with the datasheet.
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Fig. 3: Acoustic pressure frequency response
between the low-cost MEMS microphone and the
reference B&K Type 4190 microphone.

Summary and Outlook
The tested system shows outstanding electrical
performance over a wide frequency range. De-
ploying the developed microphone for measure-
ments below 10 kHz seems feasible. To over-
come this limitation, the setup can be readily
modified to accommodate newer, more linear
MEMS capsules.
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channel mismatch (d), pre-amplifier (e), and acoustic
measurements (f).
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 Electro-acoustic Properties of Li(Nb,Ta)O3 Solid Solutions 
in Harsh Environments 

F. El Azzouzi1, U. Yakhnevych1, Y. Suhak1, H. Schmidt2, S. Ganschow3, S. Sanna4, H. Fritze1
1

1 Technische Universität Clausthal, IEPT, Am Stollen 19 B, D-38640 Goslar, Germany
2 Technische Universität Clausthal, IMET, Robert-Koch-Str. 42, D-38678 Clausthal-Zellerfeld 

3 Leibniz-Institut für Kristallzüchtung, Max-Born-Straße 2, 12489 Berlin, Germany 
4 Justus-Liebig-Universität Gießen, Heinrich-Buff-Ring 16, 35392 Gießen, Germany 

Summary: 
The prospects of lithium-niobate-tantalate solid solutions (LiNb1-xTaxO3, LNT) for high-temperature sen-
sors and actuators are presented from a physical and materials science perspective. The focus lies on 
defect mechanisms that are relevant for the acoustic losses that determine potential applications of such 
crystals at high temperatures. Further, tailoring of the materials properties by variation of the nio-
bium-tantalum ratio is demonstrated.  

Keywords: Lithium-niobate-tantalate solid solutions, ionic and electronic conductivity, high-tempera-
ture, oxygen partial pressure, defect models

Introduction and Motivation 
Resonant sensors offer advantages for multipa-
rameter in-situ monitoring and control of indus-
trial processes. In particular, there is an increas-
ing need in sensitive, robust and cost-effective 
sensors for gas composition, temperature and 
pressure for the application in harsh environ-
ments. Thereby, piezoelectric crystals offer the 
advantage that they can be directly excited to os-
cillate by applying a voltage of appropriate fre-
quency. Changes in environmental conditions 
are directly transferred to frequency changes, 
which is feasible at very high temperatures with 
materials such as lithium niobate-lithium tanta-
late (LNT). 

Moreover, LNT represents a piezoelectric mate-
rial which combines high piezoelectric coeffi-
cients, low acoustic loss, and thermal stability 
which are crucial for the development of high-
temperature sensors and actuators. 

Objectives 
LNT solid solutions are used as model system 
with the aim of exploring the correlation of defect 
structure, electronic and ionic transport, and 
electromechanical properties in polar oxides.  

The specific aim of this presentation is to present 
and interpret the high-temperature electrome-
chanical properties and, in particular, the acous-
tic losses in bulk LNT at high temperatures. Fur-
ther, materials data required for modelling such 
as the temperature dependent piezoelectric co-
efficient should be determined. 

Piezoelectric Resonators 
LNT crystals grown by the Czochralski technique 
[1] are cut into circular disks, polished and, if re-
quired, coated with Pt-based electrodes. Such a
device and a schematic profile of resonant me-
chanical displacement is shown in Fig. 1.

Fig. 1: Piezoelectric resonator with metal elec-
trodes and displacement profile. 

Results and Discussion 
Crucial high-temperature properties of LNT solid 
solutions such as bulk conductivity as well as 
acoustic losses were determined as a function of 
temperature and oxygen partial pressure (pO2) 
and correlated with the atomistic transport pro-
cesses. 

Above 400°C, the acoustic losses are governed 
by the relaxation of piezoelectrically excited 
charge carriers and thus the electrical conductiv-
ity [2]. Fig. 2 shows the related loss peak at 
about 850 °C. 

Below this temperature, the losses decrease and 
reach values that correspond to that of phonon 
scattering. The electronic conductivity tends to 
be suppressed by high Ta contents, which be-
comes apparent above 600°C and allows a 
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reduction in losses. High mechanical resonance 
frequencies also lead to a reduction in losses, so 
that small structures or even thin films are desir-
able. 

Fig. 2: Total losses of LN and LiNb88Ta12O3 
(LNT12) resonators with different composition de-
termined with and without contacting metal elec-
trodes (points) and modelling including variation of 
the operating frequency (lines). 

To enable modeling of the losses, for example, 
the temperature dependent piezoelectric coeffi-
cient has been determined, see Fig. 3. 

Fig. 3: Piezoelectric coefficient e15 for LN and 
LiNb88Ta12O3 (LNT12) as a function of temperature 
[3]. 

Further, the pO2 dependence of the conductivity 
has been measured. It can be explained by a de-
fect mechanism that is not linked to the un-
wanted evaporation of Li2O. Fundamental find-
ings, such as the unexpectedly strong change in 
the activation energy of the electrical conductiv-
ity at the transition between the ferroelectric and 
paraelectric phase, are now also discussed [4,5]. 

Conclusions 
Extraction of materials data using a one-dimen-
sional physical model for piezoelectric resona-
tors together with atomistic models enables to 
identify the piezoelectric/carrier relaxation as the 
dominating loss mechanism at high tempera-
tures. 

Based on the results, the LNT system is seen as 
a platform for the development of novel high-tech 
components for resonant sensors, micro-actua-
tors, integrated acoustics and photonics as well 
as quantum technologies even at high tempera-
tures. The results can be transferred to other ma-
terial systems such as multiferroics and perov-
skite-related materials. 
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Summary: 
We developed and evaluated a new modular concept for a modern compact ultrasound sensor plat-
form. The hardware is designed as an inexpensive, matchbox-sized set of components that can be 
easily combined and configured for a wide range of applications including mobile and distributed tech-
nical or wearable biomedical ultrasound. The modular concept and flexible software architecture al-
lows the adaptation to new applications with a short time to market and will be applied in distributed 
sensor networks including edge-AI based processing in the future. 

Keywords: modular ultrasound device, artificial intelligence, networked system, flexible handheld 
device, cost efficient 

Background, Motivation an Objective 
Ultrasound (US) measurement technology is 
comparatively inexpensive, real-time capable, 
non-invasive and a flexible method used com-
mercially in the medical and industrial applica-
tions. In both fields there is still great potential 
for application specific and dedicated ultra-
sound sensor systems including an automated 
signal analysis and classification using artificial 
intelligence. Using ultrasound measurements, 
material properties can be examined non-
destructively as well as flow speeds, distances 
or fill levels of solids or liquids. Based on the 
objects being examined, application-specific 
solutions with adapted ultrasound transducers, 
transmit/receive electronics and signal analysis 
must be developed to match the individual re-
quirements. Therefore, ultrasound systems with 
different levels of integration and complexity are 
available often realized as a dedicated solution 
tailored to a single or only a few applications. 
This circumstance makes these systems inflex-
ible to match new requirements for slightly 
adapted use-cases or new product variations, 
results in high development costs and a rela-
tively long time-to-market when transferring 
ultrasound technology to new fields of applica-
tion. We developed a flexible ultrasound system 
and software architecture based with a modular 
design to realize innovative solutions and prod-
ucts in a wide range of applications with a low 
time-to-market. 

Materials and Method 
Our single channel system “SonoOne” is de-
signed to be cost-efficient and modular. Based 

on a set of many different modules, a sensor 
system can be set up and configured depend-
ing on the application and requirements. A 
basic system configuration consists of 4 mod-
ules (see figure1):  

1. A basic ultrasound electronics module for
generation of US-transmission signals and digit-
ization
2. A Communication interface module including
wired (USB, Serial, …) and wireless data trans-
fer via WiFi to mobile devices or a central serv-
er infrastructure.
3. Power supply module for the common supply
low voltages.
4. A High voltage power supply module for the
generation transmission signals (bipolar excita-
tion of the transducer using a tri-state transmit
pulser that can be arbitrary programmed allow-
ing coded excitation).

The size of each PCB module is 50mm x 
30mm. The modules can be flexibly configured 
via standardized hardware and software inter-
faces.  In addition to those standard modules, 
the modular stacked design allows the usage of 
application specific extensions. An OLED dis-
play stack has been developed to be used on 
top of the stack to show important status infor-
mation or measurement results. Another exten-
sion module allows a battery-powered and mo-
bile usage by integrating a Li-Ion battery mod-
ule and a charging circuit. Future modules can 
extend the SonoOne module stack by data 
storage modules integrating flash memory or 
storage cards to record data during long-term 
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measurements or hybrid sensor modules inte-
grating other measurement modalities.  

Fig. 1. 3D PCB Layout of the 4 basic modules (low 
voltage supply (A), US-module (B), control unit (C), 
high voltage supply (D)) 

Multiple of those ultrasound system stacks will 
be combined to form an intelligent sensor net-
work via a wireless interface and data will be 
shared between the sensor systems. Currently, 
the communication module implements a 
standardized communication protocol for data 
transfer to a mobile device (i.e. a laptop) and 
the SonoOne hardware to connecting to a local 
WiFi infrastructure. This way, SonoOne is pre-
pared to realize a distributed sensor network for 
larger scale measurement tasks in industrial 
setups. 
The specification of the basic system configura-
tion is listed below. 
Tab. 1: System specification 

power  
supply 

5 VDC Rx gain 0-50 dB

Tx voltage up to 
200 Vpp 

Rx sampling 
rate 

40 MHz / 
80 MHz 

Tx clock 80 MHz ADC resolu-
tion 

12 bit 

Tx frequen-
cy 

20 kHz - 
10 MHz 

samples per 
measurement 

6600 

Evaluation of the System 
For evaluation of the System, several integra-
tion concepts including custom housing and 
mounting options for various applications (ob-
ject detection in water, air or liquid flow meas-
urements) have been realized. The basic con-
figuration achieves an interactive wireless 
communication with repetition rate of approx. 
25 Hz (using 2048 samples per measurement) 
transferring the digitized ultrasound raw data 
via WiFi to the connected PC/backend where 
storage and analysis with additional processing 
of the data can been performed. In combination 
with custom in-house developed wedge trans-
ducers, the flow of water in a pipe could be 
measured with high accuracy. Compared to a 

commercially available system, a flow of 500 
l/min could be detected with an accuracy 
matching the commercial magnetic-inductive 
flow meter system (KROHNE Altometer SC 100 
AS). Another demonstrator integrated a mobile 
air-coupled ultrasound measurement system 
using commercial 40 kHz ultrasound transducer 
capsules that provides not only distance infor-
mation but radio-frequent raw ultrasound wave 
data for further analysis in new applica-
tions.

Fig. 2. Assembly of different prototypes (stack of all 
5 developed modules (A), integrated in a 3D printed 
housing (B), integrated together with a Li-Ion battery 
(D), combined with in house developed transducers 
for clamp on flow measurements (C) 

Results 
The implementation of a modular circuit board 
concept into an application specific measuring 
system for gaseous, liquid and solid media was 
successfully realized and evaluated. A new 
technology platform for industrial applications 
has been implemented and can be adapted / 
extended easily. The developed modules are a 
basis for new product development in the con-
text of cost-effective, intelligent and networked 
medical and industrial products. 

Outlook 
A main advantage of the modularity is that fu-
ture technological leaps in individual compo-
nents (efficient energy storage, new radio 
standards, new materials for ultrasonic sensors, 
improved manufacturing technologies in elec-
tronics and enhanced analysis algorithms) can 
be directly exploited by replacing the corre-
sponding module without having to redesign the 
entire electronic unit, thus forming the basis for 
completely new applications, especially in the 
area of industry, medicine or sports. Automated 
intelligent evaluation processes can be carried 
out both in a cloud network or as Edge AI with 
integrated data processing capacity.  
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measurements or hybrid sensor modules inte-
grating other measurement modalities.  

Fig. 1. 3D PCB Layout of the 4 basic modules (low
voltage supply (A), US-module (B), control unit (C),
high voltage supply (D))

Multiple of those ultrasound system stacks will 
be combined to form an intelligent sensor net-
work via a wireless interface and data will be 
shared between the sensor systems. Currently,
the communication module implements a
standardized communication protocol for data
transfer to a mobile device (i.e. a laptop) and
the SonoOne hardware to connecting to a local
WiFi infrastructure. This way, SonoOne is pre-
pared to realize a distributed sensor network for
larger scale measurement tasks in industrial 
setups.
The specification of the basic system configura-
tion is listed below.
Tab. 1: System specification

power
supply

5 VDC Rx gain 0-50 dB

Tx voltage up to
200 Vpp 

Rx sampling 
rate

40 MHz / 
80 MHz 

Tx clock 80 MHz ADC resolu-
tion 

12 bit

Tx frequen-
cy 

20 kHz - 
10 MHz 

samples per 
measurement

6600 

Evaluation of the System
For evaluation of the System, several integra-
tion concepts including custom housing and 
mounting options for various applications (ob-
ject detection in water, air or liquid flow meas-
urements) have been realized. The basic con-
figuration achieves an interactive wireless 
communication with repetition rate of approx.
25 Hz (using 2048 samples per measurement)
transferring the digitized ultrasound raw data
via WiFi to the connected PC/backend where
storage and analysis with additional processing 
of the data can been performed. In combination
with custom in-house developed wedge trans-
ducers, the flow of water in a pipe could be
measured with high accuracy. Compared to a 

commercially available system, a flow of 500
l/min could be detected with an accuracy 
matching the commercial magnetic-inductive
flow meter system (KROHNE Altometer SC 100
AS). Another demonstrator integrated a mobile 
air-coupled ultrasound measurement system
using commercial 40 kHz ultrasound transducer
capsules that provides not only distance infor-
mation but radio-frequent raw ultrasound wave 
data for further analysis in new applica-
tions.

Fig. 2. Assembly of different prototypes (stack of all
5 developed modules (A), integrated in a 3D printed
housing (B), integrated together with a Li-Ion battery
(D), combined with in house developed transducers
for clamp on flow measurements (C)

Results
The implementation of a modular circuit board 
concept into an application specific measuring
system for gaseous, liquid and solid media was
successfully realized and evaluated. A new
technology platform for industrial applications
has been implemented and can be adapted /
extended easily. The developed modules are a 
basis for new product development in the con-
text of cost-effective, intelligent and networked
medical and industrial products. 

Outlook 
A main advantage of the modularity is that fu-
ture technological leaps in individual compo-
nents (efficient energy storage, new radio
standards, new materials for ultrasonic sensors,
improved manufacturing technologies in elec-
tronics and enhanced analysis algorithms) can
be directly exploited by replacing the corre-
sponding module without having to redesign the
entire electronic unit, thus forming the basis for
completely new applications, especially in the
area of industry, medicine or sports. Automated
intelligent evaluation processes can be carried
out both in a cloud network or as Edge AI with 
integrated data processing capacity.  
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microprocessor clock synchronisation

Tom Nellius1, Kevin Henne1, Maximilian Hartinger1, Lars Meihost1, Tim Hetkämper1,
Henning Zeipert1, Leander Claes1, and Bernd Henning1

1Measurement Engineering Group, Paderborn University, Paderborn, Germany
meihost@emt.uni-paderborn.de

Summary: This contribution constitutes an approach to ultrasonic phased array excitation using programmable
input/output banks for fast, digital signal generation, a method to synchronise a number of microprocessors and
a minimalistic analogue frontend. Exploiting the low-pass characteristic of the array’s transducers, it is assumed
sufficient to apply a binary signal to each element. These signals are generated synchronously by state machines
implemented in hardware, a feature present on some microcontrollers designated as programmable input/output.
To increase the number of channels, the clock of a number of microcontrollers is synchronised using a phase
detection circuit. A digital-input MOSFET low-side driver circuit is used for each channel to amplify the digital signals.
Synchronous signal generation for a 64-element array is demonstrated using schlieren imaging.

Keywords: Clock synchronisation, Interface, Programmable I/O, Signal generator, Ultrasonic phased array

Motivation
Controlling ultrasonic phased array systems com-
monly requires complex, specialised, multichan-
nel hardware. Especially when many elements
are to be excited simultaneously, an equal number
of amplifiers and signal generators is required, in-
creasing hardware size and costs. For an efficient,
robust implementation, it is thus advantageous to
minimise the hardware required for each channel.
To facilitate this, it is assumed sufficient to drive
the elements of the array with binary signals, tak-
ing advantage of their low-pass characteristics. If
the binary signal can be modulated with sufficient
frequency, coded signals can be used to generate
arbitrary signals after the low-pass filtering. This
circumvents the necessity of a large number of
digital-to-analogue converters. Binary signals can
further be generated using general-purpose out-
puts of microcontrollers, which are available on
nearly every pin of a microcontroller, compared
to digital-to-analogue converters.

The aim is to drive a 64-element array with
up to 5 MHz. Nevertheless, the critical parame-
ter is not the signal frequency itself, but the time
delay possible between the different transducer
signals. This delay is needed to perform beam
steering and/or focussing [1]. Thus, to have fine-
grained control, it is desirable to have an output
switching frequency as high as possible, ideally
the system’s clock. This does not apply to most
microcontrollers. However, some microcontrollers
(e.g. RP2040, Raspberry Pi Foundation, [2]) are
equipped with hardware state machines, which
can be connected to the output pins. This feature
is called programmable input/output and enables
independently switching a number of outputs with
up to the system’s clock frequency. Currently,
available microcontrollers with programmable in-
put/output do not provide a sufficient number of
outputs to provide signals for 64 elements. It is
thus necessary to realise an external clock syn-
chronisation of a number of microcontrollers. Fur-
ther, the output current of the microcontrollers is

insufficient to drive the elements of the array. The
behaviour of each element can be approximated
by a capacitance, requiring a fast driver circuit for
capacitive loads.

Implementation
The RP2040 microcontroller used to imple-
ment the phased array interface includes pro-
grammable input/output with eight parallel hard-
ware state machines. Each state machine is fed
by two first-in-first-out (FIFO) registers and can
be run with frequencies up to the system clock
(133 MHz) [2]. To output binary signals to the
phased array, the desired binary sequences are
generated by a personal computer, transferred to
the microcontroller, and stored in the controllers
RAM to be transferred into a FIFO-register on
data request. A specialised instruction set is used
to program these state machines, with each in-
struction requiring a single cycle to execute. The
instruction set includes an instruction to pull val-
ues from the FIFO-registers and write them to the
output pins:
.program fifo_to_out_pin

loop:
pull
out pins , 16
jmp loop

The pull instruction transfers a 32 bit word from
the FIFO-register to an intermediate register
called output shift register (OSR). The out instruc-
tion writes the first 16 bit of the word in the OSR
to 16 pins determined by the controller’s configu-
ration and the jmp instruction resets the program
counter to the beginning of the loop block. The
programmable input/output functionality can also
be configured to perform this operation in a sin-
gle instruction using a feature called autopull and
by configuring the state machine to handle the
loop automatically, rendering the pull and jmp in-
structions obsolete. Programmable input/output
is also used to trigger the state machines to start
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Fig. 1: Synchronisation setup with XOR phase
detection between two microcontrollers.

outputting the signals. On the RP2040, 30 pins
are available. With one pin used as a trigger input,
29 pins are available to output signals. For the
presented application, the signals for 16 channels
of the array are generated by a single controller.

To implement the required number of channels
four microcontrollers are used, which need to op-
erate synchronously. The microcontroller at hand
provides a pin designated XIN, which is directly
linked to the system’s internal phase-locked loop
(PLL). To validate the synchronicity of two XIN-
synced controllers, a periodic signal (SYNC) is
applied to all controllers and replicated using pro-
grammable input/output at the OUT pins, see Fig-
ure 1. If the two controllers are synchronised their
generated output would be identical, but a com-
parison shows a phase-shift (up to ±1/2 clock pe-
riod) between the generated signals. This phase-
shift, possibly caused by the post-dividers of the
PLL, is generated at random during the initialisa-
tion process. For the quantification of the phase-
shift an XOR-gate with analogue low-pass filter at
the output is utilised. The output of this circuit is at
high-level if both input signals are complementary
and low-level if they are identical. Hence, while
observing this output of the phase-detection cir-
cuit with an analogue-to-digital converter at VXOR,
one controller’s PLL is reset until the phase-shift is
(close to) zero. On average, this synchronisation
process is completed under 1 s. As this clock syn-
chronisation only needs to be carried out when
powering up the array interface, it is considered
sufficiently fast.

The current at the output of the microcon-
trollers is insufficient to drive the elements of the
array. A minimalistic driver circuit is developed
based on a low-side gate driver integrated circuit
(UCC27517A-Q1, Texas Instruments). These inte-
grated circuits (IC) are designed to drive the gates
of large MOS transistors with high frequency sig-
nals and are thus particularly suited to drive other
capacitive loads, such as piezoelectric elements
of a phased array. The specific IC used here also
provides a digital input uin that can be directly
connected to the output pin of a microcontroller. A
supply voltage U0 of 18 V is used, which defines
the high level output voltage and thus the voltage
at the elements of the array Zload. No further ac-
tive or passive components are required, however
it is advisable to buffer the supply voltage U0 with
sufficiently large capacitances (220 nF) for each
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Fig. 2: Schlieren images showing the emission of the
array focussing acoustic waves to a given point.

channel. The only circuit components that are re-
quired for each channel of the interface are thus
the low-side gate driver and a single capacitor,
leading to a minimalistic realisation of the array
driver circuitry.

Evaluation
To evaluate the performance of the array inter-
face, a 64-element phased array by Imasonic
is used to excite acoustic waves in water. The
resulting acoustic emission is visualised using
schlieren imaging [3]. As an example application,
a binary burst signal (10 Periods) with a frequency
of 1 MHz is applied to the array. The delay times
between the elements are chosen to focus the
waves to a point with a distance of 30 mm in front
of the array’s surface. Figure 2 shows that the de-
veloped interface is able to generate the signals
according to the specification and realise a suc-
cessful focussing. Other beam-forming methods,
such as a directed emission of planar waves with
a given angle, are also evaluated successfully.

Conclusions
An interface to generate arbitrary, binary signals
for a 64-element phased ultrasonic array is re-
alised using four clock-synchronised microcon-
trollers and programmable input/output logic. No
specialised analogue components or reconfig-
urable logic devices (FPGAs) are required. The
presented approach can be extended to arrays
with a higher number of elements by increasing
the number of controllers or using an updated ver-
sion (RP2350B, Raspberry Pi Foundation), which
provides 48 programmable outputs. Future work
will include an extension for simultaneous signal
acquisition to realise full ultrasonic imaging capa-
bilities.
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are available. With one pin used as a trigger input,
29 pins are available to output signals. For the
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of the array are generated by a single controller.

To implement the required number of channels
four microcontrollers are used, which need to op-
erate synchronously. The microcontroller at hand
provides a pin designated XIN, which is directly
linked to the system’s internal phase-locked loop
(PLL). To validate the synchronicity of two XIN-
synced controllers, a periodic signal (SYNC) is
applied to all controllers and replicated using pro-
grammable input/output at the OUT pins, see Fig-
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chronisation only needs to be carried out when
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The current at the output of the microcon-
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Summary:
Tyndall National Institute is a research institute affiliated to University College Cork. Tyndall is the 
Coordinator of the free technology and infrastructure access programme INFRACHIP. Amongst the 
various technology pillars under which the offerings are available, sensors and sustainable sensors 
along with system development through packaging are most sought. At Tyndall National Institute we
have given access to external users on sensors technology on biophotonics for healthcare, wearable 
sensors, sensors for food and environmental monitoring. This paper gives a brief overview of sensors 
research in Tyndall and what we have on offer through INFRACHIP to external users

Keywords: Biophotonics, sustainable sensors, wearables, free access

Title
Sensors technology is rapidly growing and 
advancing. A lot of emphasis is also being laid 
out to have sustainable sensors developed. The 
key roadblock one faces in research is access to
state of the art infrastructure. At Tyndall National 
Institute we have infrastructure to carry out 
research in biophotonics sensors, sustainable 
food, agriculture and environment, flexible 
sensors and wearables. We also have a
research platform for system development. All of 
these are made accessible for free to external 
users through the INFRACHIP platform. 

Sustainable sensors on Food, Agriculture 
and environment
Miniaturization of working electrodes as 
electrochemical sensors has been found to offer 
many advantages such as a lower detection 
limits, lower solution resistance and a reduction 

Figure 1:Fully fabricated Electrochemical chip 
containing 6 working IDT sensor, counter and 
reference electrode.

in the use of expensive materials [1]. The 
electrochemical sensors, developed by Tyndall, 
as seen in figure 1 typically contain multiple 
interdigitated ultra-microelectrode arrays with 
critical dimension of 1 µm width and 45 µm 
length. The other electrode comb in the 
interdigitated setup can be used as an in-situ pH 
probe by monitoring the potential at which the 
gold oxide reduction peak occurs when 
undergoing cyclic voltammetry. This ability for 
pH tailoring on chip can allow for an enhanced 
sensitivity for detecting the analyte of interest.[2]

Robotics and wearable sensors
Tyndall’s Collaborative Robotics Lab is equipped 
with cutting-edge technology, including the 
UR16e robot and Quantum Mocap Metagloves, 
for advanced robotics and VR research. Its 
comprehensive capabilities make it a leader in 
practical and innovative robotics and VR/AR 
applications. Human Biomechanics is an 
intriguing discipline that bridges biology and 
physics, examining human body movement and 
function through mechanical physics principles. 
This approach helps researchers unravel the 
complexity of human motion and understand the 
roles of force, torque, and equilibrium in 
controlling daily activities. It is a vital area of 
study in sports science, medicine, ergonomics, 
and engineering, providing critical insights that 
can improve performance, prevent injuries, and 
enhance overall well-being. Figure 2 gives an 
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overview of the AR VR applications of sensors 
research at Tyndall. 

Figure 2: AR  VR sensor development at Tyndall 

Biophotonics Probe and sensors integration 
(BioProbe) 
Advancements in biophotonics have opened 
new frontiers in medical diagnostics, 
environmental monitoring, and other critical 
fields. At the forefront of this innovation is the 
BioProbe initiative, a initiative focuses on the 
meticulous design and integration of miniature 
probes and sensors for prototyping, addressing 
the unique demands of biophotonics 
applications. Tyndall has experience in the 
design and development of miniature probes for 
wide range biophotonics technologies including 
time domain diffuse reflectance spectroscopy, 
fluorescence lifetime imaging, fluorescence and 
Raman probes. By leveraging their expertise, 
the team at Tyndall has developed number of 
demonstrators showcasing our highly 
specialized probes technology, that enhance 
performance at reduced probe footprint, driving 
forward the capabilities of biophotonic 
technology [3]. Figure 3 is an image of a 
Bioprobe developed at Tyndall. 

Figure 3: Bioprobe developed at Tyndall 

Sensor development on flexible substrate 
Tyndall has developed a research platform to 
develop and integrate sensors using the Direct 
laser writing facilities. Direct Laser Writing (DLW) 
is a fabrication technique that uses a focused 
laser beam to create precise three-dimensional 
graphitic micro- and nanostructures on various 
substrates from synthetic polymers and natural 
bioplastics. Engraving machines with different 

wavelengths, ranging from 405 nm to 450 nm 
and infrared (IR), are used for this process. Usinf 
this facility it is possible to fabricate the 
transducing components of wearable biosensing 
devices on flexible polymeric or bioplastic 
substrates.  Figure 4 gives the DLW set up 

Fig. 4. Direct Laser Writing set up at Tyndall 

Conclusion 
INFRACHIP is a free technology and 
infrastructure access programme open to 
researchers across all domains. It is open to 
industries, SMEs, research organisations and 
academic institutions. It helps a researcher or 
industry personnel to overcome the hurdle to 
access infrastructure which does not exist within 
their own organization. Tyndall has a large 
infrastructure available on sensor development 
in many areas and we welcome external users 
to make best use of INFRACHIP platform. For 
more queries, one can contact the 
corresponding author of this paper,  
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research at Tyndall.

Figure 2: AR  VR sensor development at Tyndall

Biophotonics Probe and sensors integration
(BioProbe)
Advancements in biophotonics have opened 
new frontiers in medical diagnostics, 
environmental monitoring, and other critical
fields. At the forefront of this innovation is the 
BioProbe initiative, a initiative focuses on the
meticulous design and integration of miniature
probes and sensors for prototyping, addressing 
the unique demands of biophotonics
applications. Tyndall has experience in the
design and development of miniature probes for 
wide range biophotonics technologies including
time domain diffuse reflectance spectroscopy, 
fluorescence lifetime imaging, fluorescence and 
Raman probes. By leveraging their expertise, 
the team at Tyndall has developed number of
demonstrators showcasing our highly
specialized probes technology, that enhance 
performance at reduced probe footprint, driving 
forward the capabilities of biophotonic
technology [3]. Figure 3 is an image of a
Bioprobe developed at Tyndall.
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Sensor development on flexible substrate
Tyndall has developed a research platform to
develop and integrate sensors using the Direct
laser writing facilities. Direct Laser Writing (DLW)
is a fabrication technique that uses a focused
laser beam to create precise three-dimensional
graphitic micro- and nanostructures on various
substrates from synthetic polymers and natural
bioplastics. Engraving machines with different

wavelengths, ranging from 405 nm to 450 nm 
and infrared (IR), are used for this process. Usinf 
this facility it is possible to fabricate the 
transducing components of wearable biosensing 
devices on flexible polymeric or bioplastic
substrates. Figure 4 gives the DLW set up

Fig. 4. Direct Laser Writing set up at Tyndall

Conclusion
INFRACHIP is a free technology and
infrastructure access programme open to
researchers across all domains. It is open to
industries, SMEs, research organisations and 
academic institutions. It helps a researcher or 
industry personnel to overcome the hurdle to
access infrastructure which does not exist within 
their own organization. Tyndall has a large
infrastructure available on sensor development
in many areas and we welcome external users
to make best use of INFRACHIP platform. For
more queries, one can contact the 
corresponding author of this paper, 
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Summary:
Realizing ideas is challenging especially if dedicated experimental stations or machinery are missing. 
INFRACHIP provides free access to state-of-the-art technologies in many fields so that fundamental 
research, feasibility or even prototypes can be achieved. As JOANNEUM RSEARCH (JOR) we are a
partner in the project consortium. In this context, we present some of the technological focal points that 
we contribute to this project to give the reader an impression of how their own research/development 
ideas might benefit from collaborating with JOR via INFRACHIP. 

Keywords: Infrastructure, functional printing, flexible electronics, sensors, R2R, high resolution struc-
tures & patterns, lab-on-chip, piezoelectric, PVDF-TrFE

Introduction
Technology is advancing rapidly, yet innovative 
ideas often face roadblocks due to limited ac-
cess to state-of-the-art technologies or delays in 
securing funding - if funding is granted at all. EU-
sponsored infrastructure projects are crucial for 
maintaining Europe’s competitive edge in sci-
ence and research. The INFRACHIP project ad-
dresses these challenges by offering a stream-
lined proposal process and rapid access to cut-
ting-edge technologies. This initiative is funded 
by the European Union’s Horizon Europe re-
search and innovation program under Grant 
Agreement No. 101131822.

Joanneum Research (JOR), a non-profit RTO 
based in Austria, is a proud partner in this pro-
ject. The department Materials holds extensive 
expertise in a wide range of advanced technolo-
gies. Highlights of our offerings are detailed in 
the following chapters, with additional resources 
available online [1].

Printed Sensor Fab (PrintSENS)
In recent decades, sensors have become indis-
pensable in our everyday lives, with an ever-ex-
panding array of innovative variants. At JOR, we 
host a comprehensive development chain for 
flexible, printed sensors, placing a strong em-
phasis on those based on the ferroelectric poly-
mer P(VDF-TrFE) (poly(vinylidene fluoride triflu-
oroethylene). P(VDF-TrFE) has become very at-
tractive as functional material for high-tech appli-
cations due to inherent physical properties like 
high piezo- and pyroelectric coefficients (up to 40 

μC/K*m2) [2]. This material forms the core of a 
printed sensor technology (PyzoFlex®) which are 
able to measure slightest pressure changes (pi-
ezoelectric sensing) in a wide frequency range.
At low frequencies, the sensor does force sens-
ing, pressure distribution measurement or im-
pact monitoring; at higher frequencies it can de-
tect structure born sound, and vibration patterns.
The sensor reacts to changes in temperature as 
by pyroelectric sensing and usable as touchless 
interaction or proximity sensing, among others.

PyzoFlex® technology enables the utilization of 
screen- or inkjet printing techniques and can be 
used to add new sensory functions to almost any 
surface. By leveraging CAD tools and finite ele-
ment modelling, we achieve optimized sensor 
design to realize customized solutions for each
given application. Tailored material selection en-
sures peak performance during printing, while 
post-processing techniques, such as high-volt-
age electrical poling, align the polymer's dipoles 
to enhance application-specific performance.

The development process is comprehensive, en-
compassing morphological and electrical char-
acterization, followed by the assembly of com-
plete sensor systems. This includes the integra-
tion of off-the-shelf components, electronic 
readouts, and custom software development, 
completing the value chain for printed sensor so-
lutions (Fig.1).

Recent breakthroughs highlight the technology’s 
versatility: measuring large-area pressure distri-
butions in smart surfaces [3], realizing fully 
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organic pyroelectric sensor arrays by integrating 
P(VDF-TrFE) with organic thin-film transistors 
[4], monitoring the bending of alpine skis during 
downhill performance [5], and creating ultra-flex-
ible organic active-matrix sensor sheets for bio-
signal monitoring [6]. 

Fig. 1. Development path of PyzoFlex® sensor solu-
tions covering the value chain up to prototype level. 

Beyond sensing, this technology also unlocks 
opportunities for energy harvesting. Examples 
include ultra-thin, 1 mm floor tiles with bendable 
cantilevers [7], vibrating structures [8], and de-
formable elements within bicycle tubes or on 
wind turbine blated [9]—all capable of generating 
energy through mechanical deformation. 

Roll-to-roll imprinting 
Mass production of advanced tools and devices 
requires scalable manufacturing solutions. Roll-
to-Roll (R2R) technology, long utilized in paper 
printing, offers fast, continuous production capa-
bilities. In recent years, R2R technology has 
been adapted for the large-scale production of 
functional devices, including organic electronics, 
flexible micro-optics, and microfluidic systems. 
While some R2R developments facilitate just 
printing, additional capabilities arise from me-
chanically imprinting structures onto flexible sub-
strates. 

Using precision-engineered stamps, high-reso-
lution structures can be transferred directly onto 
flexible foils, which are coated, for example with 
high-viscosity liquid resins in which the structure 
is embossed. These resins harden under UV ex-
posure, capturing the desired features and ena-
ble the fabrication of high-resolution textures 
with a very high throughput (several m/minute). 
Key challenges in this process include designing 
and originating the stamp via maskless lithogra-
phy, optimizing the stamp's surface chemistry, 
and tailoring the imprint resin. At JOR, proprie-
tary technologies like NIL® and bioNIL® enable 
advanced customization of these resins, meet-
ing diverse application requirements. 

Flexible Microfluidics Fab (FLEXµFLU) 
R2R imprinting enables the fabrication of sophis-
ticated devices which enable applications like 

point-of-care diagnostics, organ-on-chip, mixing, 
crystallization amongst many more. For their re-
alization many aspects need consideration start-
ing from simulation of fluidics or reaction chem-
istry, over imprinting, lamination and more (see 
Fig. 2). At the FLEXµFLU all steps can be taken 
care of for achieving best functional devices.  

Fig. 2. Example of a Lab-on-chip produced in a R2R 
process at Joanneum Research and an explanation of 
the entire development and production chain offered. 

Flexible Microoptics Fab (FLEXµOPT) 
Microoptical elements are integral to various ap-
plications, including lighting, optical communica-
tions, camera lenses, and even decorative de-
signs. While injection molding is commonly used 
for large-scale production, R2R processing of-
fers a faster, more cost-effective, and adaptable 
alternative. 

At JOR, the FLEXµOPT facility supports the en-
tire development chain for 2D and 2.5D freeform 
microoptical elements. This includes raytracing, 
lithography up to small-scale production using 
step-and-repeat imprinting technology and high-
throughput manufacturing explained above.  
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organic pyroelectric sensor arrays by integrating
P(VDF-TrFE) with organic thin-film transistors
[4], monitoring the bending of alpine skis during 
downhill performance [5], and creating ultra-flex-
ible organic active-matrix sensor sheets for bio-
signal monitoring [6].

Fig. 1. Development path of PyzoFlex® sensor solu-
tions covering the value chain up to prototype level.

Beyond sensing, this technology also unlocks
opportunities for energy harvesting. Examples
include ultra-thin, 1 mm floor tiles with bendable
cantilevers [7], vibrating structures [8], and de-
formable elements within bicycle tubes or on
wind turbine blated [9]—all capable of generating
energy through mechanical deformation.

Roll-to-roll imprinting
Mass production of advanced tools and devices
requires scalable manufacturing solutions. Roll-
to-Roll (R2R) technology, long utilized in paper
printing, offers fast, continuous production capa-
bilities. In recent years, R2R technology has
been adapted for the large-scale production of 
functional devices, including organic electronics, 
flexible micro-optics, and microfluidic systems. 
While some R2R developments facilitate just 
printing, additional capabilities arise from me-
chanically imprinting structures onto flexible sub-
strates.

Using precision-engineered stamps, high-reso-
lution structures can be transferred directly onto
flexible foils, which are coated, for example with
high-viscosity liquid resins in which the structure
is embossed. These resins harden under UV ex-
posure, capturing the desired features and ena-
ble the fabrication of high-resolution textures
with a very high throughput (several m/minute). 
Key challenges in this process include designing
and originating the stamp via maskless lithogra-
phy, optimizing the stamp's surface chemistry, 
and tailoring the imprint resin. At JOR, proprie-
tary technologies like NIL® and bioNIL® enable 
advanced customization of these resins, meet-
ing diverse application requirements.

Flexible Microfluidics Fab (FLEXµFLU)
R2R imprinting enables the fabrication of sophis-
ticated devices which enable applications like 

point-of-care diagnostics, organ-on-chip, mixing, 
crystallization amongst many more. For their re-
alization many aspects need consideration start-
ing from simulation of fluidics or reaction chem-
istry, over imprinting, lamination and more (see
Fig. 2). At the FLEXµFLU all steps can be taken
care of for achieving best functional devices. 

Fig. 2. Example of a Lab-on-chip produced in a R2R
process at Joanneum Research and an explanation of
the entire development and production chain offered.

Flexible Microoptics Fab (FLEXµOPT)
Microoptical elements are integral to various ap-
plications, including lighting, optical communica-
tions, camera lenses, and even decorative de-
signs. While injection molding is commonly used
for large-scale production, R2R processing of-
fers a faster, more cost-effective, and adaptable 
alternative.

At JOR, the FLEXµOPT facility supports the en-
tire development chain for 2D and 2.5D freeform
microoptical elements. This includes raytracing, 
lithography up to small-scale production using 
step-and-repeat imprinting technology and high-
throughput manufacturing explained above. 
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Summary: 
The EU-funded INFRACHIP project gives access to advanced technologies and addresses innovation 
and funding challenges. As an access provider, AMO GmbH offers infrastructure for deposition, etching, 
lithography and advanced characterization, as well as expertise in the fabrication of graphene and other 
2D material-based devices. By integrating 2D materials into electronic and photonic devices with scala-
ble fabrication processes and versatile photonic platforms, AMO supports cutting-edge R&D and deliv-
ers tailored solutions for next-generation sensing and electronic applications. 
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Introduction 
Technology is advancing rapidly, yet ideas often 
face hurdles due to limited access to state-of-
the-art or cutting-edge technologies. Securing 
funding can also be a lengthy process, if suc-
cessful at all. EU-sponsored infrastructure pro-
jects play a crucial role in maintaining high stand-
ards of science and research within Europe. The 
INFRACHIP project addresses these challenges 
by offering a streamlined proposal process and 
quick access to relevant technologies. This initi-
ative is supported by funding from the European 
Union's Horizon Europe research and innovation 
program under Grant Agreement No. 
101131822. 

AMO GmbH is a non-profit SME specializing in 
R&D for micro- and optoelectronic applications 
and one of the 11 service providers involved in 
the INFRACHIP initiative. The technology portfo-
lio offered by AMO includes not only different 
deposition, etching, and lithography tools but 
also advanced characterization techniques and 
the fabrication of graphene and other 2D Materi-
als devices for sensor applications. [1] What 
characterizes AMO as a service provider is flex-
ibility, a short feedback loop with customers, and 
a broad range of solutions based on the know-
how and technologies developed in our research 
projects. 

Sensors and Detectors based on 2D Materi-
als 
Graphene and other two-dimensional materials 
appeared on the stage first in 2004, raising great 
expectations that they could revolutionize micro-
electronics. These expectations were largely 

driven by the excellent intrinsic properties of gra-
phene: high carrier mobility, broadband optical 
absorption, ultimate thinness, and high mechan-
ical strength. 

At AMO, research on graphene and other 2D 
materials has been ongoing since 2006, with a 
particular focus on their potential applications in 
microelectronics and optoelectronics. Of particu-
lar interest is the integration of 2D materials with 
conventional silicon technology to develop new 
applications in electronics, sensing and photon-
ics. 

Graphene-based field-effect transistors for 
sensing application  
Several advanced devices based on 2D materi-
als have been demonstrated in various publica-
tions, including Hall sensors [2], pressure sen-
sors [3], photodetectors [4], and diodes [5]. An 
example of graphene-based Hall sensors fabri-
cated on a flexible substrate is shown in Fig. 1. 
These Hall sensors are created on a 50 μm thick 
flexible Kapton foil using large-scale graphene 
grown via the chemical vapor deposition tech-
nique on copper foil. The devices exhibit voltage 
and current normalized sensitivities of up to 
0.096 V VT⁻¹ and 79 V AT⁻¹, respectively—val-
ues comparable to those of rigid silicon-based 
Hall sensors. Notably, the sensors maintain their 
sensitivity even after being bent to a minimum 
radius of 4 mm, corresponding to a tensile strain 
of 0.6%, and after enduring 1000 bending cycles 
to a radius of 5 mm.  

Our capabilities span both chip-scale fabrication 
and wafer-scale production, highlighting our 
commitment to bridging the gap between 

DOI 10.5162/SMSI2025/A6.3



SMSI 2025 Conference – Sensor and Measurement Science International 68

innovative research and scalable manufacturing. 
As part of the 2D-EPL and 2D-PL projects [6], we 
have developed a reliable baseline process for 
fabricating graphene-based field-effect transis-
tors (GFETs) on 6” silicon wafers. These GFETs 
are offered through multi-project wafer (MPW) 
runs [7], making 2D material-based devices ac-
cessible to a broader research and development 
community. As part of INFRACHIP, AMO offers 
this expertise to provide users with comprehen-
sive support to drive their R&D initiatives for-
ward. 

Fig. 1. Flexible Graphene Hall Sensor [2] fabricated 
at AMO. 

Photonic Sensing 
AMO's photonic platforms are built on advanced 
Silicon-On-Insulator (SOI) technology, available 
in 220 nm and 400 nm thicknesses, as well as 
Silicon Nitride (Si3N4) layers up to 450 nm thick. 
This versatile platform enables the fabrication of 
both passive and active photonic devices, with 
the added capability of integrating 2D materials 
for enhanced functionality like photodetectors. 
Our offerings are summarized in [8]. 

For sensing applications, the integration of 2D 
materials into photonic devices unlocks exciting 
possibilities beyond photodetection on any die-
lectric waveguide [9, 10], like using the 2D mate-
rial as mid-infrared light emitter [11], as transpar-
ent microheater [12] or to build optical modula-
tors for data communication [13]. By combining 
established photonic technologies with the 
unique properties of 2D materials, AMO supports 
the development of next-generation photonic 
sensing solutions. 

We are also establishing aluminum nitride (AlN) 
as new dielectric waveguide platform with en-
hanced transparency in the blue/UV spectrum 
compared to Si3N4 and have recently published 
the lowest AlN waveguide loss in the data com-
munication spectrum [14]. Finally, we are com-
bining waveguides with plasmonics to create 
very sensitive biosensors with minimal footprint 
[15]. 

Summary 
Through INFRACHIP, AMO leverages its exper-
tise to provide comprehensive support for users, 
enabling them to advance their R&D initiatives. 
Whether researchers require guidance in proto-
typing, scaling up to wafer-level manufacturing, 
or integrating 2D materials into standard semi-
conductor processes, AMO offers tailored solu-
tions and services to meet their needs. By com-
bining cutting-edge technology, established 
manufacturing workflows, and customer-centric 
collaboration, we empower users to unlock the 
full potential of 2D materials in next-generation 
electronic and sensing devices. 
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innovative research and scalable manufacturing.
As part of the 2D-EPL and 2D-PL projects [6], we 
have developed a reliable baseline process for 
fabricating graphene-based field-effect transis-
tors (GFETs) on 6” silicon wafers. These GFETs
are offered through multi-project wafer (MPW)
runs [7], making 2D material-based devices ac-
cessible to a broader research and development 
community. As part of INFRACHIP, AMO offers
this expertise to provide users with comprehen-
sive support to drive their R&D initiatives for-
ward.

Fig. 1. Flexible Graphene Hall Sensor [2] fabricated
at AMO.

Photonic Sensing
AMO's photonic platforms are built on advanced
Silicon-On-Insulator (SOI) technology, available 
in 220 nm and 400 nm thicknesses, as well as
Silicon Nitride (Si3N4) layers up to 450 nm thick. 
This versatile platform enables the fabrication of 
both passive and active photonic devices, with 
the added capability of integrating 2D materials
for enhanced functionality like photodetectors.
Our offerings are summarized in [8].

For sensing applications, the integration of 2D 
materials into photonic devices unlocks exciting 
possibilities beyond photodetection on any die-
lectric waveguide [9, 10], like using the 2D mate-
rial as mid-infrared light emitter [11], as transpar-
ent microheater [12] or to build optical modula-
tors for data communication [13]. By combining
established photonic technologies with the 
unique properties of 2D materials, AMO supports
the development of next-generation photonic
sensing solutions.

We are also establishing aluminum nitride (AlN)
as new dielectric waveguide platform with en-
hanced transparency in the blue/UV spectrum 
compared to Si3N4 and have recently published 
the lowest AlN waveguide loss in the data com-
munication spectrum [14]. Finally, we are com-
bining waveguides with plasmonics to create 
very sensitive biosensors with minimal footprint 
[15].

Summary
Through INFRACHIP, AMO leverages its exper-
tise to provide comprehensive support for users, 
enabling them to advance their R&D initiatives.
Whether researchers require guidance in proto-
typing, scaling up to wafer-level manufacturing, 
or integrating 2D materials into standard semi-
conductor processes, AMO offers tailored solu-
tions and services to meet their needs. By com-
bining cutting-edge technology, established 
manufacturing workflows, and customer-centric
collaboration, we empower users to unlock the
full potential of 2D materials in next-generation
electronic and sensing devices.
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Summary: Recent developments in flexible electronics have lead to the appearance of flexible magnetic field sen-
sors produced by thin-film deposition on flexible substrates which show promising capabilities for applications such
spatial navigation, micro-fluidic particle detection, biomedical applications, intelligent textiles and non-destructive
testing. In this work flexible anisotropic magnetoresistive sensors were used to scan curved and flat ferromagnetic
samples with reference defects. Defects with depths down to 110 µm were detected with an signal-to-noise ratio of
2.7. A 2D magnetometer mapping of the surface of the samples was also obtained.

Keywords: Flexible magnetic field sensors, Flexible Electronics, Non-Destructive Testing, Thin Film Sensor Fabri-
cation, Defect Detection

Introduction

Flexible electronics is an emerging field that has
been gaining a lot of attention in recent years,
with the appearance of flexible solar panels,
screens and other such novel devices. Recent
developments in this area have lead to the ap-
pearance of flexible magnetic field sensors which
are produced by thin-film deposition on flexible
substrates. These devices show promising capa-
bilities for several applications such spatial nav-
igation, micro-fluidic particle detection, biomedi-
cal applications and intelligent textiles [1]. One
possible field of interest is the application of
these devices for electromagnetic (EM) non-
destructive testing (NDT), since it would enable
in-contact scanning of surfaces with arbitrary
shapes.

The novelty of this work consists of employing
flexible anisotropic magnetoresistive (AMR) sen-
sors mounted on a rotative mechanical holder to
scan a semi-circular ferromagnetic sample with
3 reference defects via magnetic flux leakage
(MFL) testing, thus demonstrating the applicabil-
ity of this new method for the scanning of curved
surfaces [2]. A flat ferromagnetic sample with
10 reference defects of different depths was also
scanned employing flexible AMR field sensors.
Defects with depths ranging from 110 µm up to
2240 µm were detected with an signal-to-noise
ratio (SNR) of 2.7 up to 27.9. A 2D magnetome-
ter mapping of the sample with a spatial scan-
ning step of 10×50 µm2 was also obtained us-
ing the flexible AMR sensors. This approach can
be further extended to Eddy current testing, and
structural health monitoring. In addition, sensor
arrays and matrices can be fabricated to improve
the scanning applicability.

Methodology and Results - NDT Scanning

In our study we employed flexible linear AMR
sensors for MFL testing, fabricated with standard
thin-film fabrication processes (photo-lithography
and magnetron sputtering deposition) (Fig. 1a-
b) and encapsulated with a layer of plastic lac-
quer which protects from corrosion. These sen-
sors have an in-plane sensitive direction perpen-
dicular to the magnetic bars (Fig. 1c) and their
signal response is linearized by the barber-poles
present in the gold layer (Fig. 1d).

To display the capability that these flexible sen-
sors have for curved surface scanning, a semi-
cylindrical ferromagnetic steel component with 3
reference defects along its surface was used (in-
set of Fig. 1e). Magnetization of the sample was
performed diametrically. To scan this sample, the
sensor is mounted on a rotative holder that also
has the ability to move vertically along the z-axis.
These two free axes of movement of the holder
combined with the gravitational weight maintain
the sensor conformal in contact with the curved
sample surface during the motorized line-scans
along the x-axis. Repeated scans for different
positions along the y -axis produce an automated
2D magnetic mapping (Fig. 1f), with a scanning
resolution of (∆x × ∆y ) = (5 × 50 µm2). The
sensor-to-surface distance corresponds to the
thickness (20 µm) of the flexible substrate (Kap-
ton). A geometrical transition between the lin-
ear coordinates of the mechanical scanner and
the cylindrical coordinates of the sensor was per-
formed for the display of the signal.

A flat steel sample with several reference de-
fects of decreasing depth was also scanned us-
ing a flexible AMR sensor, with the objective
of studying the relation between defect depth
the signal amplitude detected by the sensor.
Once again, the steel plate was magnetized
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Fig. 1: Flexible AMR sensor: a) The magnetic layer of the sensor is deposited on a flexible substrate (Kapton),
followed by the deposition of a gold layer forming the barber-pole structures and the electrical contacts. b)
Photography displaying the flexibility of the sensor. c) Scanning electron microscopy (SEM) of the sensitive region
(1 mm2). d) SEM image focusing on the magnetic bars and the metallic barber-poles deposited on top. Scanning
of a curved sample with reference defects: e) Average of 70 measurements, showing the signal amplitude of each
defect. Inset shows the geometry of the sample scanned. f) 2D magnetometer scanning (cylindrical coordinates).
Scanning of a flat sample: g) Levelled plot of the average centre-line signal (100 measurements). Inset showing
the depth of defects (cross section view). h) 2D magnetometer mapping of the tangential magnetic field (∆Hx).
(* at the limit of detection). Source: [2]

close to saturation with a DC magnetic field di-
rected along its length (perpendicular to the lin-
ear reference defects), before scanning. Fig. 1g)
shows the average of the center-line signal of
100 scanned lines. The full-area 2D magne-
tometer mapping of the sample surface with an
area of 10 × 80 mm2 and a spatial scanning step
of (∆x ×∆y ) = (10 × 50 µm2) was also obtained
- Fig. 1h).

It is observed that deeper defects produce
a stronger signal response when compared to
more shallow ones. Defects down to 44 µm
were detected, with defects D8 (30 µm) and
D9 (10 µm) not detectable. Unfortunately, the
AMR sensors used could not separate the sig-
nals from the double notch defect D6, since their
separation distance was small compared to the
sensor area. This can be fixed by further minia-
turizing the sensors so as to increase the spatial
resolution and capability of detecting more local-
ized magnetic fields, since larger sensors aver-
age the signal beneath their area. However, this
process might also affect the performance and
characteristic parameters of the sensors. This is
a future study to be performed.
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Photography displaying the flexibility of the sensor. c) Scanning electron
(1 mm2). d) SEM image focusing on the magnetic bars and the metallic
of a curved sample with reference defects: e) Average of 70 measurements,
defect. Inset shows the geometry of the sample scanned. f) 2D magnetometer
Scanning of a flat sample: g) Levelled plot of the average centre-line
the depth of defects (cross section view). h) 2D magnetometer mapping
(* at the limit of detection). Source: [2]

close to saturation with a DC magnetic field di-
rected along its length (perpendicular to the lin-
ear reference defects), before scanning. Fig. 1g)
shows the average of the center-line signal of
100 scanned lines. The full-area 2D magne-
tometer mapping of the sample surface with an
area of 10 × 80 mm2 and a spatial scanning step
of (∆x ×∆y ) = (10 × 50 µm2) was also obtained
- Fig. 1h).

It is observed that deeper defects produce
a stronger signal response when compared to
more shallow ones. Defects down to 44 µm
were detected, with defects D8 (30 µm) and
D9 (10 µm) not detectable. Unfortunately, the
AMR sensors used could not separate the sig-
nals from the double notch defect D6, since their
separation distance was small compared to the
sensor area. This can be fixed by further minia-
turizing the sensors so as to increase the spatial
resolution and capability of detecting more local-
ized magnetic fields, since larger sensors aver-
age the signal beneath their area. However, this
process might also affect the performance and
characteristic parameters of the sensors. This is
a future study to be performed.
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Summary: The Power Usage Effectiveness is an important metric in assessing data centre energy efficiency.
Regulations require constant monitoring of data centre energy consumption. This paper presents a method to
calculate the (Interim) Power Usage Effectiveness of an HPC data centre using a Digital Twin in a robust and flexible
way by identifying all necessary meters, providing a robust, continuous data collection mechanism and arbitrary time
ranges.
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Introduction
Data centres have become an integral part of
modern, digital societies. They provide services
for every day life, emerging trends such as AI,
for research and the digital quality infrastructure.
The growth of data centres has lead to an in-
crease in energy consumption. Ireland forecasts
that by 2027 the energy demand of data cen-
tres in the country will make up up 31 percent
of the total energy consumption [1]. To ensure
efficient energy usage, standards and efficiency
requirements for data centres have been intro-
duced. One such standard is the Blue Angel cer-
tificate for data centres [2]. It is mandated for
new data centres of the federal government in
Germany by the climate protection programme
2023 [3]. The Blue Angel defines the Power Us-
age Effectiveness (PUE) as the central metric to
quantify efficient energy usage.

Measuring the PUE as required by the Blue
Angel is challenging in a legacy setup. Sev-
eral steps are necessary: the proper electric and
heat meters must be identified; data needs to
be acquired continuously; finally, the data must
be converted into matching units for the eventual
PUE calculation. This paper presents a method
to perform these steps using an HPC data centre
Digital Twin [4].

Measurement data acquisition for PUE
The Blue Angel uses the PUE definition of the
ISO 30134 standard [5]:

PUE =
EDC

EIT
(1)

where EDC is the total data centre energy con-
sumption and EIT is the IT equipment energy
consumption. Both are annual values in kWh.
Building annual sums will cancel seasonal ef-
fects and one-off events. If the PUE is calcu-

lated for a shorter period, it becomes the Interim
Power Usage Effectiveness (iPUE).

The Digital Twin needs to collect data from
electricity meters. The data needs to be split be-
tween IT equipment, e.g. servers, network com-
ponents, storage and backup, and other energy
consumers in the data centre, such as cooling,
lighting, lifts, fire alarm system and office spaces.

A standard electricity meter might be reset,
e.g. due to maintenance or replacement. This
will result in incorrect PUE calculation, if only the
annual accumulated power consumption is read
at the beginning and end of a year. To make
the computation robust against such faults, the
Digital Twin continuously collects the power con-
sumption in 15 minute intervals from the elec-
tricity meters, stores these values and integrates
over them to obtain the annual power consump-
tion.

The electric energy used for cooling should be
measured, but this is not feasible for all setups.
The data centre at hand shares a central cooling
infrastructure with the entire campus, making di-
rect measurement impractical. Instead, heat me-
ters in the cooling water supply line measure the
power, with data collected by the Digital Twin. As
per Annex B, a conversion factor of 0.4 is applied
to convert chilled water power to electric energy,
and all heat meter readings are multiplied by this
factor.

Calculating PUE
Table 1 lists all relevant meters of the PTB data
centre. The Sub-Distribution (SD) meters 1 – 4
measure the IT equipment energy usage in the
data centre. Cooling is measured on the two
supply lines via the so-called KMZ 12/17 and
6/12 heat meters. Since the PTB data centre is
located in a mixed-use building, using the entire
building energy consumption over-estimates the
PUE. It was decided to only include energy con-
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Table 1: Meters in the data centre

Meter Unit Factor
Sub-Distribution 1 kW 1.0

Sub-Distribution 2 (UPS) kW 1.0
Sub-Distribution 3 kW 1.0
Sub-Distribution 4 kW 1.0

KMZ 12/17 kW 0.4
KMZ 6/12 kW 0.4

sumption directly associated with the data centre
and exclude all office and shared spaces. With
the selected meters, the PUE can be computed
as:

EIT = SD 1 + SD 2 + SD 3 + SD 4 (2)

ECooling = 0.4 ∗ (KMZ 12/17 + KMZ 6/12) (3)

EDC = EIT + ECooling (4)

PUE =
SD 1 + SD 2 + SD 3 + SD 4 + ECooling

SD 1 + SD 2 + SD 3 + SD 4
(5)

The Digital Twin calculates the PUE as fol-
lows: all metering results are put into mean win-
dows. The heat power values are multiplied by
the scalar conversion factor of 0.4. Three sums
are calculated, the IT equipment work (2), the
cooling work (3) and the overall data centre work
(4). It is possible to use work and not power
for the ratio. Figure 1 shows the iPUE develop-
ment for September 2024 in the HPC data cen-
tre. Variations can be observed due to different
use of the system, as well as ambient temper-
ature. Figure 2 shows the correlation between
the per day average outside temperature and the
PUE. A linear fit describes the data well:

iPUE(T ) = 1.453 + 0.00285(T − 10) (6)

The model is centred around 10°C which corre-
sponds to the approximate mean annual temper-
ature for Germany.
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Figure 1: iPUE visualisation using 1h average window
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Figure 2: Correlation between outside temperature
and iPUE calculated using a 24h average window
with a linear model

Conclusion
This paper presented a way to compute the PUE
of an HPC data centre with a Digital Twin. Two
advantages of the Digital Twin have been shown:
the possibility to correct data in case of me-
ter faults and the ability to compute the iPUE
through high data resolution.

The automatic PUE calculation can be used to
generate automatic reporting on Green IT goals
and the required yearly report for the Blue An-
gel certificate. Furthermore, it allows data centre
operators to quantify events in terms of iPUE that
are otherwise lost in the yearly average. A sim-
ilar approach can be used for other data centre
metrics. The PUE model can be included into the
system simulation that is included with the Digital
Twin.
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Table 1: Meters in the data centre

Meter Unit Factor
Sub-Distribution 1 kW 1.0

Sub-Distribution 2 (UPS) kW 1.0
Sub-Distribution 3 kW 1.0
Sub-Distribution 4 kW 1.0

KMZ 12/17 kW 0.4
KMZ 6/12 kW 0.4

sumption directly associated with the data centre
and exclude all office and shared spaces. With
the selected meters, the PUE can be computed
as:

EIT = SD 1 + SD 2 + SD 3 + SD 4 (2)

ECooling = 0.4 ∗ (KMZ 12/17 + KMZ 6/12) (3)

EDC = EIT + ECooling (4)

PUE =
SD 1 + SD 2 + SD 3 + SD 4 + ECooling

SD 1 + SD 2 + SD 3 + SD 4
(5)

The Digital Twin calculates the PUE as fol-
lows: all metering results are put into mean win-
dows. The heat power values are multiplied by
the scalar conversion factor of 0.4. Three sums
are calculated, the IT equipment work (2), the
cooling work (3) and the overall data centre work
(4). It is possible to use work and not power
for the ratio. Figure 1 shows the iPUE develop-
ment for September 2024 in the HPC data cen-
tre. Variations can be observed due to different
use of the system, as well as ambient temper-
ature. Figure 2 shows the correlation between
the per day average outside temperature and the
PUE. A linear fit describes the data well:

iPUE(T ) = 1.453 + 0.00285(T − 10) (6)

The model is centred around 10°C which corre-
sponds to the approximate mean annual temper-
ature for Germany.
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and iPUE calculated using a 24h average window
with a linear model

Conclusion
This paper presented a way to compute the PUE
of an HPC data centre with a Digital Twin. Two
advantages of the Digital Twin have been shown:
the possibility to correct data in case of me-
ter faults and the ability to compute the iPUE
through high data resolution.

The automatic PUE calculation can be used to
generate automatic reporting on Green IT goals
and the required yearly report for the Blue An-
gel certificate. Furthermore, it allows data centre
operators to quantify events in terms of iPUE that
are otherwise lost in the yearly average. A sim-
ilar approach can be used for other data centre
metrics. The PUE model can be included into the
system simulation that is included with the Digital
Twin.
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Summary: 
The project MIMOSE-A is a combined work of industry and academia to improve the monitoring of 
chemical industry parks. The monitoring should detect and locate leakages, especially of energy 
sources incl. hydrogen, and anomalies (e.g. fire) to save energy and therefore money for the operator 
of the industry park. Mimose-A tries to realise this surveillance with small sensor nodes, equipped with 
a variety of sensors like microphones and metal oxide gas sensors. Together with advanced data 
evaluation and machine learning algorithms the sensor system is tested to detect anomalies. 

Keywords: Multimodal IoT Sensors, Industrial Facility Monitoring, Leakage Detection, MOS Gas Sen-
sors, Machine Learning 

Motivation 
Humans are able to recognize the state of their 
environment very quickly by taking in infor-
mation via various sensory channels and pro-
cessing it with each other Fehler! Verweis-
quelle konnte nicht gefunden werden.. To-
day, a large number of inexpensive sensors are 
available for technical systems, some of which 
are far more powerful than the human sensory 
Fehler! Verweisquelle konnte nicht gefun-
den werden.. Nevertheless, a similarly com-
prehensive assessment of the environment is 
not yet possible because the individual sensor 
data is not sufficiently fused and interpreted [1]. 

In plant monitoring, not only in the chemical 
industry, dedicated sensor systems, i.e. sys-
tems designed for precisely one specific appli-
cation, are common today, usually associated 
with high costs, partly due to the low quantities, 
which do not allow an economy of scale. These 
limited technical systems are supplemented by 
humans, who can only selectively detect unu-
sual conditions and potentially hazardous situa-
tions with their ‘sensors’. 

The availability of sufficient computing power to 
interpret the resulting flood of data enables a 
paradigm shift in the sensory monitoring of sys-
tems, which is to be addressed for the first time 
in this project. The aim is to record multimodal 
plant data over a large area and thus signifi-

cantly improve the assessment options, e.g. for 
the early detection of leaks in energy sources 
(compressed air, water vapour, gas and, in-
creasingly in future, hydrogen). Suitable visuali-
sation of spatially and temporally high-
resolution measurement data allows the current 
situation to be recorded quickly and accurately, 
even if the data quality of individual measure-
ment points is poor. The stationary sensor 
nodes are supplemented by mobile, autono-
mous sensor systems that can react to un-
known situations in particular in order to offer 
significant added value with a lower use of re-
sources. Wireless networking of the nodes and 
higher-level evaluation based on extracted fea-
tures using distributed AI methods in the sense 
of edge or fog computing can further increase 
the sensitivity, selectivity and robustness of 
system monitoring thanks to the redundancy 
this provides. 

Approach 
The sensor nodes are designed and integrated 
by the two project partners GTE Industrie-
elektronik, Viersen, and 3S Technologies, 
Saarbrücken. They combine metal oxide semi-
conductor (MOS) gas sensors, operated in 
temperature cycled operation (TCO) with mi-
crophones and other miniaturized sensors in 
order to have transducers for all kind of possi-
ble signals. As MOS sensor the ENS170 sensor 
(ScioSense Germany GmbH, Germany) is 
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used. The ENS170 is a multipixel sensor, using 
different sensitive materials in four layers in 
order to boost the sensitivity and selectivity. 
One possible sensor node is depicted in Fig. 1. 
Communication between all sensor nodes is a 
challenge, which can be addressed by low-

power communication protocols like LPWAN 
and is part of one work package. 

Evaluation is done by multiple project partners, 
which try to use a various amount of Machine 
Learning Algorithms in order to detect the pre-
viously described anomalies. Especially Trans-
fer Learning can be useful in order to solve 
inherent problems like sensor drift or domain 
shifts. The complete timeline of the project, 
structured in the designated work-packages, is 
displayed in Fig. 2. 

Supplementary to the sensor nodes, mobile 
drones are deployed in case an anomaly is 

detected by the stationary nodes. These drones 
try to verify or falsify anomalies to allow for hu-
man actions only in real alarm cases. Other-
wise, people’s alarm tolerance is reduced. 

Summary 
Mimose-A is a project aiming to detect energy 
source leakages with a fine-meshed grid of 
sensor nodes in order to increase energy effi-
ciency while also monitoring other anomalies. 
The overall goal is to save energy and thus 
money. 
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Fig. 2 Suggested solution with all scheduled work packages in the MIMOSE-A project. 

Fig. 1 Multimodal sensor node (3S GmbH, Ger-
many) with the digital MOS-multisensor ENS160 
(Sciosense Germany GmbH). 
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used. The ENS170 is a multipixel sensor, using 
different sensitive materials in four layers in
order to boost the sensitivity and selectivity.
One possible sensor node is depicted in Fig. 1.
Communication between all sensor nodes is a 
challenge, which can be addressed by low-

power communication protocols like LPWAN 
and is part of one work package.

Evaluation is done by multiple project partners, 
which try to use a various amount of Machine 
Learning Algorithms in order to detect the pre-
viously described anomalies. Especially Trans-
fer Learning can be useful in order to solve
inherent problems like sensor drift or domain 
shifts. The complete timeline of the project, 
structured in the designated work-packages, is
displayed in Fig. 2.

Supplementary to the sensor nodes, mobile 
drones are deployed in case an anomaly is 

detected by the stationary nodes. These drones
try to verify or falsify anomalies to allow for hu-
man actions only in real alarm cases. Other-
wise, people’s alarm tolerance is reduced.

Summary 
Mimose-A is a project aiming to detect energy
source leakages with a fine-meshed grid of
sensor nodes in order to increase energy effi-
ciency while also monitoring other anomalies.
The overall goal is to save energy and thus
money.
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Summary: In this work, the Gas Source State Estimation (GSSE) problem in non-trivial geometries is approached
by combining a non-stationary gas dispersion Partial Differential Equation (PDE) with in-situ gas measurements
under the assumption of known flow. The GSSE problem is formulated as an optimization problem with PDE
constraints and solved efficiently using the adjoint method. The approach is simulatively validated on a 2D problem
with laminar flow around a circular obstacle and data from gas dispersion simulations. Thereby, a single Gaussian
gas source could be localized accurately for most trials with randomly placed sensor.

Keywords: gas source state estimation, sensor network, PDE-constraint optimization, Reynolds averaging

Background and Motivation

The early detection, localization and quantifi-
cation of unwanted gas sources in industrial
plants helps to increase their resource efficiency
and at the same time reduces their environ-
mental impact. However, estimating the state,
i.e., the spatial distribution, of a gas source
poses significant challenges due to the com-
plex processes that govern atmospheric gas
dispersion. For in-situ measurements, further
difficulties arise since they can only be made at
sparse locations. To address these challenges,
this work uses a model-based GSSE approach
that combines measurements with a dispersion
model. Similarly, Wiedemann et al. modeled dis-
persion in a 2D domain with the non-stationary
Advection-Diffusion (AD) PDE [1]. The required
flow field was estimated from anemometer mea-
surements. Though, an open domain without
obstacles was assumed which is rarely the case
in industrial plants. Khodayi-mehr et al. studied
GSSE in geometrically more complex domains
with stationary gas transport and fully known
flow [2]. The problem was formulated as an
optimization problem with PDE constraints. How-
ever, the stationary assumption is often violated
in outdoor environments. This motivates to in-
vestigate GSSE in non-trivial geometries with
non-stationary models and fully known flow.

Gas Dispersion Model

The proposed GSSE approach is studied on an
exemplary 2D problem ”flow around a cylinder”.
The modeling domain Ω is a rectangular channel
of and height H and length L ≫ H with a circular
obstacle of radius r at position xc, see Fig. 1. In
an industrial plant, the obstacle may correspond
to a gas tank. The flow v(x, t) and pressure
p(x, t) at location x ∈ Ω and time t is modeled

by the incompressible Navier-Stokes PDE

ρ

(
∂v

∂t
+ (v · ∇)v

)
= µ∇2v −∇p , (1a)

∇ · v = 0 . (1b)
A parabolic inflow velocity (left wall), no-slip con-
ditions at the top/bottom wall and obstacle and
a zero initial condition are assumed [3]. The gas
concentration c(x, t) is described by the AD PDE

∂c

∂t
= D∇2c− v · ∇c+ S , (2)

with the positive source term S(x) ≥ 0. A
zero initial condition and no-flux boundary con-
ditions are assumed. For realistic gas disper-
sion with Reynolds Re and Péclet Pe num-
bers > 105, problem-specific Finite-Element (FE)
solvers with small time/space discretization are
required for numerical stability [3]. To avoid these
difficulties, GSSE is studied in the laminar flow
regime with Re = 100 and advection-dominated
transport with Pe = 10. In this case, a triangular
mesh with ne = 1038 elements and a time step
∆ts = 0.01 s can be used.

Gas Source State Estimation Method
GSSE aims to estimate the field S(x) in eq.
(2) from ns gas measurements y(xj

m) at loca-
tions xj

m given the flow v. The required data
is artificially generated from simulations of eq.
(1) and eq. (2). To cope with turbulence, only
time-averaged flow v̄, concentration c̄ and mea-
surements ȳ are used. The averaged quanti-
ties in the period ∆t̄ are computed using each
∆tm ≫ ∆ts time step to emulate sensors with
sampling times ∆tm larger than turbulent effects.
Time-averaging of eq. (2), using the Reynolds
decomposition, leads to the Reynolds-averaged
(RA) AD PDE [4]

∂c̄

∂t̄
= D̄∇2c̄− v̄ · ∇c̄+ S̄ , (3)
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where D̄ = D+K is the sum of molecular D and
turbulent K ≫ D diffusivity. Thus, turbulent mix-
ing is modeled as diffusion. The GSSE problem
is formulated as an optimization problem

S̄∗ = argmin
S̄

nT∑
i=1

ns∑
j=1

(
c̄ji − ȳji

)2

, (4a)

s. t. eq. (3) and S̄(x) ≥ 0 , (4b)

with the RA AD PDE as constraint. Here, the
Crank-Nicolson scheme with time step ∆t̄ is
used for temporal discretization [3]. The objec-
tive is to minimize the error between the average
concentration measurements ȳji = ȳ(xj

m, i∆t̄)
of sensor j and the corresponding concentra-
tions c̄ji = c̄(xj

m, i∆t̄) at time step i. Note that
Reynolds-averaging reduces the computational
cost of solving eq. (4) since a larger time step
∆t̄ ≫ ∆tm and thus less steps nT = T/∆t̄, can
be used. The problem is minimized iteratively
with the Conjugate-Gradient Method [3]. The
required gradient w.r.t. S is computed with the
adjoint method using the Firedrake package [5].

Results
The GSSE approach was tested with ns = 20
spatially fixed gas sensors, fully known flow field
v̄ and a single 2D Gaussian-shaped source

S(x) =
q

2πσ2
exp

(
−1

2σ2
∥x− xs∥22

)
, (5)

at location xs, width σ and constant emission
rate density q. The total emission rate Q is
obtained by integrating S(x) over the domain Ω.
The center xs and area Aσ, containing ≈ 0.68Q
of the total emission rate is depicted in Fig. 1.
From FE simulations for T = 10 s, the average
fields and measurements are generated by av-
eraging simulation data with a sampling time
∆tm = 50∆ts. In eq. (4), time averaging over
period ∆t̄ = T is performed and a diffusivity
D̄ = 0.8 is used. The estimated source location
x∗
s is obtained by searching for the midpoint of a

circular area that includes the most emissions.
The performance of the GSSE approach is
statistically evaluated with histograms obtained
from 80 trials of random sensor locations. The
sensor locations xj

m are sampled from a Sobol
sequence to avoid sensor-clustering. The esti-
mated field S̄∗(x) for a specific sample is shown
in Fig. 1. The source was localized with a median
error of 0.061L of the channel length L. In 71%
of the trials, the location error was below 0.1L.
The emission rate was overestimated in median
to 1.842Q, with 80% of the trials in the range
[1.11Q, 2.54Q].

Conclusion
The proposed GSSE approach allows to esti-
mate the spatial distribution of a gas source from
in-situ gas measurements in geometrically non-
trivial domains under the assumption of known
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Fig. 1: Estimated source field S̄∗(x) from eq. (4) and
location x∗

s for one trial. Ground truth S(x) from eq.
(5) indicated in green. Obstacle and channel
boundaries shown in black. Sensor locations xj

m
shown as red circles.

flow. Thereby, measurements are combined with
a non-stationary dispersion model with known
initial and boundary conditions. Time-averaging
of the model and measurements is performed
to reduce the computational cost of the GSSE
problem. From the estimated source field, the
source-location could be determined accurately
for most trials with different sensor placements.
However, the emission rate was overestimated
in all trials. It was observed that the source
estimate improves when sensors are near the
source. This indicates the importance of proper
sensor placement for reliable GSSE. From an
optimization perspective, it may also be benefi-
cial to reduce the dimension of the problem by
using a mesh-size-independent parametrization
of the source field, e.g., a Neural Network with
fewer parameters than the number of elements
ne [5]. Moreover, an approach to estimate the
flow field from measurements is required to relax
the restrictive assumption of known flow.
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where D̄ = D+K is the sum of molecular D and
turbulent K ≫ D diffusivity. Thus, turbulent mix-
ing is modeled as diffusion. The GSSE problem
is formulated as an optimization problem

S̄∗ = argmin
S̄

nT∑
i=1

ns∑
j=1

(
c̄ji − ȳji

)2

, (4a)

s. t. eq. (3) and S̄(x) ≥ 0 , (4b)

with the RA AD PDE as constraint. Here, the
Crank-Nicolson scheme with time step ∆t̄ is
used for temporal discretization [3]. The objec-
tive is to minimize the error between the average
concentration measurements ȳji = ȳ(xj

m, i∆t̄)
of sensor j and the corresponding concentra-
tions c̄ji = c̄(xj

m, i∆t̄) at time step i. Note that
Reynolds-averaging reduces the computational
cost of solving eq. (4) since a larger time step
∆t̄ ≫ ∆tm and thus less steps nT = T/∆t̄, can
be used. The problem is minimized iteratively
with the Conjugate-Gradient Method [3]. The
required gradient w.r.t. S is computed with the
adjoint method using the Firedrake package [5].

Results
The GSSE approach was tested with ns = 20
spatially fixed gas sensors, fully known flow field
v̄ and a single 2D Gaussian-shaped source

S(x) =
q

2πσ2
exp

(
−1

2σ2
∥x− xs∥22

)
, (5)

at location xs, width σ and constant emission
rate density q. The total emission rate Q is
obtained by integrating S(x) over the domain Ω.
The center xs and area Aσ, containing ≈ 0.68Q
of the total emission rate is depicted in Fig. 1.
From FE simulations for T = 10 s, the average
fields and measurements are generated by av-
eraging simulation data with a sampling time
∆tm = 50∆ts. In eq. (4), time averaging over
period ∆t̄ = T is performed and a diffusivity
D̄ = 0.8 is used. The estimated source location
x∗
s is obtained by searching for the midpoint of a

circular area that includes the most emissions.
The performance of the GSSE approach is
statistically evaluated with histograms obtained
from 80 trials of random sensor locations. The
sensor locations xj

m are sampled from a Sobol
sequence to avoid sensor-clustering. The esti-
mated field S̄∗(x) for a specific sample is shown
in Fig. 1. The source was localized with a median
error of 0.061L of the channel length L. In 71%
of the trials, the location error was below 0.1L.
The emission rate was overestimated in median
to 1.842Q, with 80% of the trials in the range
[1.11Q, 2.54Q].

Conclusion
The proposed GSSE approach allows to esti-
mate the spatial distribution of a gas source from
in-situ gas measurements in geometrically non-
trivial domains under the assumption of known
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Fig. 1: Estimated source field S̄∗(x) from eq. (4) and
location x∗

s for one trial. Ground truth S(x) from eq.
(5) indicated in green. Obstacle and channel
boundaries shown in black. Sensor locations xj

m
shown as red circles.

flow. Thereby, measurements are combined with
a non-stationary dispersion model with known
initial and boundary conditions. Time-averaging
of the model and measurements is performed
to reduce the computational cost of the GSSE
problem. From the estimated source field, the
source-location could be determined accurately
for most trials with different sensor placements.
However, the emission rate was overestimated
in all trials. It was observed that the source
estimate improves when sensors are near the
source. This indicates the importance of proper
sensor placement for reliable GSSE. From an
optimization perspective, it may also be benefi-
cial to reduce the dimension of the problem by
using a mesh-size-independent parametrization
of the source field, e.g., a Neural Network with
fewer parameters than the number of elements
ne [5]. Moreover, an approach to estimate the
flow field from measurements is required to relax
the restrictive assumption of known flow.
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Summary: 

This study evaluates the performance of methane (CH₄) and carbon dioxide (CO₂) sensors mounted 
on an unmanned aerial vehicle (UAV) for gas detection in open-field environments. Sensors were 
tested simultaneously during UAV flights over artificial gas sources, with wind data collected from two 
anemometers to understand plume dynamics. Field-deployed CH₄ sensors provided validation for the 
UAV-based measurements. The results demonstrate the sensors' effectiveness in gas detection. 

 Keywords: UAV-based gas sensing; Sensor comparison; Methane and carbon dioxide detection 

1. Introduction
Detecting and monitoring methane (CH4) 

and carbon dioxide (CO2) is a key task that can 
be effectively accomplished using remotely 
operated platforms equipped with specialized 
sensors. Various sensor systems are currently 
available for deployment in mobile platforms 
such as unmanned aerial vehicles (UAVs) [1,2]. 
These payload systems typically are in conjunc-
tion with environmental sensors, enabling more 
accurate detection of CH4 and/or CO2 leaks and 
enhancing the monitoring of industrial gas 
sources [3]. To facilitate a transition from using 
individual sensors to an integrated network of 
mobile and stationary sensors, we initiated an 
experiment aimed at improving monitoring ca-
pabilities. This approach explores sensor limita-
tions and enhances the understanding of their 
comparability across diverse deployment sce-
narios, including UAV-based applications. 

2. Materials and Methods
2.1 UAV Platform 
The DJI M300 RTK (Da-Jiang Innovations Sci-
ence and Technology Co., Ltd, Hangzhou, Chi-
na)(Fig1) is a commercially available quadcop-
ter suitable for operating in harsh weather con-
ditions. It offers a maximum flight time of 55 min 
and can carry up to 27 kg. In our case, the UAV 
was equipped with two different gas sensor 
setups: 
1)Sniffer4D sensor (with a measurements
range of 300-50, 000 ppm) mounted on the top
of the platform: a Cubic SJH-5 (with a meas-

urement range of 0–5000ppm CH4) and SCD30 
(with a measurement range of 400–10,000 ppm 
CO2).  
2)Cubic SJH-5 and SCD30 for CH4 and CO2
and MH-Z19B sensors for CO2 mounted on the
lower part of UVA.
The MH-219B sensor was operated on passive
diffusion, while the Sniffer4D utilized its own
integrated active gas inlet. In contrast, the SJH-
5 and SCD30 sensors were connected to 2 m
sampling tube for active sampling.

2.2. Experimental Setup 
The experiments were conducted outdoors at 
BAM TTS (Technical Safety Test Site, Horst-
walde Brandenburg, Germany). The experi-
mental setup used 100% CH₄ and CO₂ gas 
cylinders as artificial sources connected to a 
tube and a fan to disperse the gas plume in the 
experimental area (Fig. 2). 

Figure 1. DJI Matrice M300 RTK with 
i) Sniffer4D ii) SJH-5 and SCD30 sensors.
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The fan's position was adjusted vertically be-
tween 0° and 80° to create different plumes. 
Two ultrasonic anemometers (uSonic-3, Metek 
GmbH) were placed approx. 5 m apart and 
mounted at a height of 3 m to monitor wind 
conditions. A network of 10 stationary CH₄ sen-
sors (Dräger PIR 7000) was mounted on stands 
at 1 and 2 m height, respectively, providing 
high-resolution CH₄ data. In total, three experi-
mental trials were conducted to survey the area 
near the fan and stationary sensor network. 
Two flights used sensor setup #1, while the 
other used sensor setup #2 for evaluating the 
aerial gas detection performance, see Sec. 2.1.  

3. Results
3.1 Data Postprocessing 
The first step in evaluating the results involved 
synchronizing the sensor data with geocoordi-
nates, excluding takeoff and landing periods, 
and subtracting background CH₄ and CO₂. A 
time-lag detection algorithm was then applied, 
utilizing detrending, normalization, and cross-
correlation to account for potential sensor de-
lays [4]. The performance of the post-processed 
sensor data is presented in Tab 1.  
Table 1. Summary of CH4/CO2 concentrations 

Flight #1: Sniffer4D detected concentrations 
between 600 and 700 ppm, while SJH-5 ranged 
up to 3700 ppm, showing its higher sensitivity.  
Flight #2: Only CO₂ measurements were taken, 
with the SCD30 recording a maximum of 6,228 
ppm and the MH-Z19B reaching 7,322 ppm. 
Flight #3: After adjusting the fan position from 
0° to 80°, the Sniffer4D sensor reached 1,500 
ppm, still significantly lower than the SJH-5's 
3,300 ppm. The stationary CH₄ sensors, which 
initially detected no signal with the fan at 0°, 
registered up to 2,000 ppm when the fan's posi-
tion was changed, but only the three closest 
sensors were affected. 
To confirm the Sniffer4D's limitations, laboratory 
tests were conducted with the Sniffer4D in am-
bient air and a 2.5% CH₄ cylinder, which con-
firmed similar results: the sensor could not de-
tect ambient air and reported lower than ex-
pected values for the 2.5% cylinder, aligning 
with the field data. 

This comparison suggests that although we 
detected increased CH4 and CO2 concentra-
tions, we were most likely not able to capture 
the whole extent of the plume during flights, 
especially with respect to its vertical extent. 
Moreover, we were unable to capture the entire 
plume with all sensors, highlighting potential 
limitations in the sensor placement, measure-
ment limitations, and UAV’s flight pattern. Fac-
tors such as UAV rotor downwash, fan position, 
sampling tube length, inlet type, and sensor 
position can all influence the results [3]. Addi-
tionally, Sniffer4D’s factory calibration appears 
to be faulty and may have drifted over time, but 
this issue could be addressed with an external 
calibration, which is beyond the scope of this 
study. 
Conclusions 
This study demonstrated the feasibility of using 
UAV-mounted sensors for CH₄ and CO₂ plume 
detection in open-field conditions. Findings 
highlighted how sensor placement, fan angle 
adjustments, and sensor drift effects contribute 
to measurement variability, particularly for mo-
bile setups. Future work should focus on refin-
ing sensor configurations and addressing envi-
ronmental influences to enhance UAV-based 
gas detection systems' reliability. 

References 
[1] DJI, Matrice 300, Drone Safety (2024); accessed

28.10.2024. Available at: https://drone-
safety.de/produkt/dji-matrice-300/

[2] D. Fosco, M. De Molfetta, P. Renzulli, B. Notar-
nicola, Progress in monitoring methane emis-
sions from landfills using drones: An overview of
the last ten years, Science of The Total Environ-
ment945,173981(2024);doi:10.1016/j.scitotenv.20
24.173981

[3] P. P. Neumann, P. Hirschberger, M. Bartholmai,
Influence of rotor downwash on vertically dis-
placed nanobots in flight, Materials Today: Pro-
ceedings 2020; doi: 10.1016/j.matpr.2020.03.047

[4] P. Coïsson, K. Telali, B. Heumez, V. Lesur, X.
Lalanne, C. J. Xin, Time-stamp correction of
magnetic observatory data acquired during una-
vailability of time-synchronization services, Ge-
osci. Instrum. Method. Data Syst. 6 (2017), 311–
317 (2017); doi: 10.5194/gi-6-311-2017.

Flight #1 #2 #3 

(ppm) min max min max min max 

Snifer4D 600 700 - 600 1500 

SJH-5 1.98 3700 - 1.98 3300 

SCD30 484 697 430 6228 480 857 

MHZ19B - 430 7322 - 

Dräger PIR 
7000 

- - 2 2000 

Fig. 2. Representation of the experimental setup 
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The fan's position was adjusted vertically be-
tween 0° and 80° to create different plumes.
Two ultrasonic anemometers (uSonic-3, Metek
GmbH) were placed approx. 5 m apart and
mounted at a height of 3 m to monitor wind 
conditions. A network of 10 stationary CH₄ sen-
sors (Dräger PIR 7000) was mounted on stands
at 1 and 2 m height, respectively, providing
high-resolution CH₄ data. In total, three experi-
mental trials were conducted to survey the area
near the fan and stationary sensor network. 
Two flights used sensor setup #1, while the 
other used sensor setup #2 for evaluating the 
aerial gas detection performance, see Sec. 2.1.

3. Results
3.1 Data Postprocessing
The first step in evaluating the results involved 
synchronizing the sensor data with geocoordi-
nates, excluding takeoff and landing periods, 
and subtracting background CH₄ and CO₂. A 
time-lag detection algorithm was then applied,
utilizing detrending, normalization, and cross-
correlation to account for potential sensor de-
lays [4]. The performance of the post-processed
sensor data is presented in Tab 1.
Table 1. Summary of CH4/CO2 concentrations 

Flight #1: Sniffer4D detected concentrations
between 600 and 700 ppm, while SJH-5 ranged 
up to 3700 ppm, showing its higher sensitivity. 
Flight #2: Only CO₂ measurements were taken,
with the SCD30 recording a maximum of 6,228
ppm and the MH-Z19B reaching 7,322 ppm.
Flight #3: After adjusting the fan position from
0° to 80°, the Sniffer4D sensor reached 1,500
ppm, still significantly lower than the SJH-5's
3,300 ppm. The stationary CH₄ sensors, which 
initially detected no signal with the fan at 0°,
registered up to 2,000 ppm when the fan's posi-
tion was changed, but only the three closest 
sensors were affected.
To confirm the Sniffer4D's limitations, laboratory
tests were conducted with the Sniffer4D in am-
bient air and a 2.5% CH₄ cylinder, which con-
firmed similar results: the sensor could not de-
tect ambient air and reported lower than ex-
pected values for the 2.5% cylinder, aligning
with the field data.

This comparison suggests that although we
detected increased CH4 and CO2 concentra-
tions, we were most likely not able to capture 
the whole extent of the plume during flights,
especially with respect to its vertical extent.
Moreover, we were unable to capture the entire
plume with all sensors, highlighting potential
limitations in the sensor placement, measure-
ment limitations, and UAV’s flight pattern. Fac-
tors such as UAV rotor downwash, fan position, 
sampling tube length, inlet type, and sensor 
position can all influence the results [3]. Addi-
tionally, Sniffer4D’s factory calibration appears
to be faulty and may have drifted over time, but
this issue could be addressed with an external
calibration, which is beyond the scope of this
study.
Conclusions
This study demonstrated the feasibility of using 
UAV-mounted sensors for CH₄ and CO₂ plume 
detection in open-field conditions. Findings
highlighted how sensor placement, fan angle
adjustments, and sensor drift effects contribute
to measurement variability, particularly for mo-
bile setups. Future work should focus on refin-
ing sensor configurations and addressing envi-
ronmental influences to enhance UAV-based
gas detection systems' reliability.
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Summary:
This work presents a mobile leakage test bed for gases (indoor and outdoor). This consists of a com-
pressed gas cylinder on a cart that uses a mass flow controller to generate controllable leakage rates
measured by multiple sensors. Bidirectional MEMS Microphones and MOS gas sensors are used for 
this purpose. Target is the development of multimodal sensor nodes combining different sensor signals 
with effective machine learning methods implemented on the sensor nodes for robust leak detection. 

Keywords: Test Beds, Multimodal Measurements, Leakage Detection, MOS Gas Sensors, Directional 
MEMS Microphones.

Introduction
Leakages can occur in many places in an indus-
trial context. Examples are gas containers and 
lines, compressed air, or rather pneumatics. The 
occurrence of leakages significantly reduces en-
ergy efficiency through loss of energy sources
and can also result in safety risks. If these leak-
ages can be detected and quantified, problem 
areas can be identified and fixed. Saving re-
sources like compressed air or hydrogen is a sig-
nificant benefit of leakage detection methods.

Various options are available to detect leakages. 
In previous publications, acoustic leakage detec-
tion was simulated [1] and performed with differ-
ent sensor types [2-5]. Those sensor types used 
are vibration sensors [2], acoustic cameras [3], 
acoustic emission sensors [4,5], or a single mi-
crophone [6]. A different approach is the use of 
gas sensors [7]. To assess the combination of 
different sensor modalities for networked sensor 
nodes, a test bed was developed to simulate gas 
leakages. A compressed gas cylinder is installed 
on an aluminum cart and various leakages can 
be created, with the leak rate set by a mass flow 
controller. A pressure sensor is implemented to 
additionally monitor leakages with different 
sizes. Leakages can be simulated for any gas 
available in gas bottles.

Concept
The test bed is designed horizontally so that the 
gas cylinder is stored stably. The cylinder can be 
loaded from the back or front and is attached to 
the support surfaces with tension straps. Both 
10 l and 50 l gas bottles are compatible, as the 
CAD model in Fig. 1 shows. Fig. 1 also shows

sensors and their data acquisition electronics im-
plemented in the first iteration of the test bed.

To generate the targeted leak rates, a pressure 
reducer is attached to the gas bottle in front of a
mass flow controller (MFC, MKS 1179A) allow-
ing to set flow rates between 200 ml/min and 
2000 ml/min (24 to 240 l/h). An outlet (in the first 
version a ¼ inch Swagelok pipe) is then used to 
allow the gas to flow into the environment. The 
pressure sensor is installed directly at the outlet 
in order to measure the relative pressure right in 
front of the restriction, which is shown in an ex-
ample setup (Fig. 2).

The dynamic pressure depends on the outlet 
size and the flow rate. It is expected that the 
sound radiation increases significantly as the
flow rate increases, but also depends on the out-
let size and pressure. The sound characteristics 

Fig. 1. CAD model of the test bed with gas cylinder
and peripherals for flow control and data acquisition 
from microphones, gas sensors, and pressure sensor.
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will also depend on the outlet shape (initially 
round) and gas type. From an acoustic point of 
view, the goal is to determine the flow rate for 
different outlet sizes and shapes based on sound 
radiation in characteristic frequency ranges (cf. 
experiments on pneumatic cylinders, [8]). 

Regarding gas sensors, it is expected that com-
plementary information can be gathered when 
gas is released due to the sensitivity of MOS 
sensors to a wide range of gases, e.g. hydrogen, 
methane, and VOC [9, 10] allowing more robust 
leak detection in industrial environments. In-
creased selectivity, i.e. based on multisensor ar-
rays or dynamic operation, will provide further in-
formation on leak type and allow separation of 
various sources. 

Design of Experiment 
Experimental data, which will be presented in an 
upcoming journal, will include tests in indoor sce-
narios, i.e. with limited ambient influence, with 
sensors installed at different distances from the 
source. This experiment is intended to show how 
sensor signals change with distance. Further ex-
periments will be conducted outdoors with differ-
ent environmental conditions. This will allow op-
timization of the sensor set-up, i.e. directional in-
formation of microphones vs. undirected, optimal 
selection and operating mode of gas sensors for 
different sources as well as determination of the 
detection limit by combining microphones and 
gas sensors in different environments and at 

different distances. Further experiments will in-
clude acoustic and gas interferences as well as 
more complex sensor nodes, i.e. by implement-
ing an anemometer for measuring wind speed 
and direction. This will also be tested under con-
trolled conditions in indoor environments with 
fans to set defined wind directions and speeds. 

The expected outcome are design recommenda-
tions for multimodal sensor nodes including the 
required signal processing for robust leak detec-
tion for various leak sources. 
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will also depend on the outlet shape (initially
round) and gas type. From an acoustic point of 
view, the goal is to determine the flow rate for 
different outlet sizes and shapes based on sound
radiation in characteristic frequency ranges (cf. 
experiments on pneumatic cylinders, [8]).

Regarding gas sensors, it is expected that com-
plementary information can be gathered when
gas is released due to the sensitivity of MOS
sensors to a wide range of gases, e.g. hydrogen, 
methane, and VOC [9, 10] allowing more robust 
leak detection in industrial environments. In-
creased selectivity, i.e. based on multisensor ar-
rays or dynamic operation, will provide further in-
formation on leak type and allow separation of
various sources.

Design of Experiment
Experimental data, which will be presented in an 
upcoming journal, will include tests in indoor sce-
narios, i.e. with limited ambient influence, with
sensors installed at different distances from the 
source. This experiment is intended to show how 
sensor signals change with distance. Further ex-
periments will be conducted outdoors with differ-
ent environmental conditions. This will allow op-
timization of the sensor set-up, i.e. directional in-
formation of microphones vs. undirected, optimal
selection and operating mode of gas sensors for 
different sources as well as determination of the
detection limit by combining microphones and 
gas sensors in different environments and at 

different distances. Further experiments will in-
clude acoustic and gas interferences as well as
more complex sensor nodes, i.e. by implement-
ing an anemometer for measuring wind speed
and direction. This will also be tested under con-
trolled conditions in indoor environments with
fans to set defined wind directions and speeds.

The expected outcome are design recommenda-
tions for multimodal sensor nodes including the
required signal processing for robust leak detec-
tion for various leak sources.

Acknowledgements
The project “Mimose-A” is funded by the German 
Federal Ministry for Economic Affairs and Cli-
mate Action (BMWK) under the grant number
03EN4057A-G. We acknowledge support by the
Project Management Jülich (PTJ). 

References
[1] K. Pugalenthi et al.: Leak detection in gas distri-

bution pipelines using acoustic impact monitoring,
IECON (2016).
doi: 10.1109/IECON.2016.7793352

[2] S. Lee, B. Kim, Machine Learning Model for Leak
Detection Using Water Pipeline Vibration Sensor,
Sensors, 23(21), 8935 (2023).
doi: 10.3390/s23218935

[3] S. Ahmad et al.: A Method for Pipeline Leak De-
tection Based on Acoustic Imaging and Deep 
Learning, Sensors 22(4), 1562 (2022).
doi: 10.3390/s22041562

[4] N. Ullah, Z. Ahmed, J.-M. Kim, Pipeline Leakage 
Detection Using Acoustic Emission and Machine 
Learning Algorithms, Sensors 23(6), 3226 (2023).
doi: 10.3390/s23063226

[5] V.V. Shanbhag et al.: Condition monitoring of hy-
draulic cylinder seals using acoustic emis-
sions, Int J Adv Manuf Technol 109 (2020). 
doi: 10.1007/s00170-020-05738-4

[6] D. Diaz Ocampo et al.: Merkmalsbasierte luft-
akustische Diagnose von Druckluftleckage mit-
hilfe maschineller Lernverfahren, 22. GMA/ITG-
Fachtagung Sensoren und Messsysteme (2024). 
doi: 10.5162/sensoren2024/A1.1

[7] A. Shrivastava et al.: GSM Based Gas Leakage 
Detection System, Int. Journal of Technical Re-
search and Applications 1(2), 42-45 (2013).

[8] C. Fuchs et al.: Entwicklung akustischer
Messungen für industrielles maschinelles Lernen.
DAGA Conference, Stuttgart (2022).

[9] C. Schultealbert et al.: Measuring Hydrogen in 
Indoor Air with a Selective Metal Oxide 
Semiconductor Sensor. Atmosphere, 12(3), 366 
(2021). doi: 10.3390/atmos12030366

[10] A. Schütze et al.: Highly Sensitive and Selective 
VOC Sensor Systems Based on Semiconductor
Gas Sensors: How to?, Environments 4, 20
(2017). doi: 10.3390/environments4010020

Fig. 2. Test bed setup for indoor experiments at dif-
ferent distances with four microphones (with/without
housing, directed at the source/perpendicular to the
source) and six gas sensors.

Structural Investigations of Pore Nucleation after 
Electrochemical Porosification of 4H-SiC for MEMS

Georg Pfusterschmied1,2, Christopher Zellner1,2, Dominik Schock1, Ulrich Schmid1

1 TU Wien, Institute of Sensor and Actuator Systems, Gußhausstraße 27-29, 1040, Vienna, Austria
2 Christian Doppler Laboratory for Sustainable Silicon Carbide Technology, Institute of Sensor and 

Actuator Systems, TU Wien, Gusshausstrasse 27-29, 1040 Vienna, Austria
Georg.Pfusterschmied@tuwien.ac.at 

Summary:
The study emphasises the advantages of using electrochemical porosification to fabricate SiC-based 
MEMS devices, specifically focusing on improving pore nucleation control while preserving surface 
integrity. The results indicate that surface roughness plays a crucial role in pore nucleation, 
demonstrating the potential for improved MEMS device performance through carefully controlled
substrate and etching conditions.

Keywords: SiC, electrochemical etching, nucleation layer, MEMS, resonator

Background, Motivation and Objective
Micro-electro-mechanical systems (MEMS) 
based resonators are pivotal in advancing 
technologies across various applications, such 
as precision timing devices, filters in 
communication systems, and sensors for 
automotive and aerospace industries [1, 2].
Silicon carbide (SiC), renowned for its 
exceptional material properties, including high 
thermal conductivity, mechanical robustness, 
and chemical stability, stands out as an ideal 
candidate for fabricating resonating MEMS 
devices, mainly when high quality factors are 
critical [3]. Despite the advantages of SiC, 
significant challenges remain in the cost-
effective production of high-quality MEMS 
devices using this material. The integration of the 
cubic polytype 3C-SiC on silicon substrates has 
been vastly investigated. Still, SiC technology 
faces challenges such as significant differences 
in the coefficient of thermal expansion (CTE) of 
8 % at room temperature and a lattice mismatch
of about 20 %, leading to inherent stress and 
defects in the devices. These limitations hinder 
exploiting SiC's beneficial properties in MEMS 
applications [4]. As the cost of 4H-SiC wafers is 
anticipated to decrease in the foreseeable future,
there is a growing interest in shifting focus 
towards manufacturing techniques that 
capitalise on 4H-SiC bulk wafers for MEMS 
device fabrication. One promising technology is 
photoelectrochemical etching [5], which 
facilitates the fast formation of porous 4H-SiC 
with tailored degrees of porosity. This technique 
enables the subsequent growth of a
polycrystalline or even epitaxial 4H-SiC layer,
potentially overcoming previous material 
integration challenges and paving the way for 
more cost-effective and high-performance SiC-
based MEMS devices. With this technique, in 

combination with a thermal annealing step, 
mechanical structures such as membranes have 
already been reported [6]. During PEC etching of 
SiC and other semiconductors like silicon, a so-
called cap layer is commonly observed in the 
initial few tens of nanometers of etching. This 
cap layer contributes to an irregular and difficult-
to-control pore formation front, which has 
historically led researchers to develop nucleation 
layers to facilitate more controlled porosification. 
However, forming a nucleation layer with specific 
surface roughness can impede the deposition of 
subsequent epitaxial layers. The compromised 
surface quality induces certain defects during the 
growth of the epitaxial layer, negatively 
impacting both the layer quality and, hence, the 
quality factor of MEMS devices constructed from 
it [7].

Description of the New Method or System
The focus of this study is to provide deeper 
insights into the pore nucleation during the 
electrochemical etching of SiC to enable better 
control over porosification while maintaining a 
high degree of surface integrity for later epitaxial 
growth. This understanding is crucial to enhance 
the fabrication quality of MEMS devices, 
ensuring high performance and reliability.

4-inch wafers of n-type 4H-SiC with a 4 ° off-axis
and a bulk resistivity of 0.02 Ω·cm were cut in
2.5 × 2.5 cm2. The surface roughness of the C-
face and the Si-face before EC etching is < 2 nm
and < 0.1 nm, respectively. Electrochemical
etching was performed in a tabletop etching cell
from AMMT, shown in Fig. 1 a). The samples are
placed between two etching cell compartments,
acting as a separation wall between the two
electrodes. When a bias is applied, SiC is
oxidised at the cell's anode and dissolved by
hydrofluoric acid (HF), etching pores on the face

DOI 10.5162/SMSI2025/B2.1



SMSI 2025 Conference – Sensor and Measurement Science International 82

adjacent to the electrode with the negative 
potential. A solution consisting of 5.52 mol/L HF 
and 1.7 mol/L ethanol was used. The 
corresponding etching profile is shown in Fig 1 
b). Due to the relatively high conductivity of the 
used sample, no additional UV light illumination 
was required. Plasma etching from 10 s up to 
30 s was conducted on porosified samples
stepwise to expose the pore formation during the 
first 150 nm using 25 sccm O2, 5 sccm SF6 and 
a plasma power of 300 W in a parallel plate 
plasma etcher from STS.

Fig. 1 a) Picture of the tabletop etching cell from 
AMMT, and b) Illustration of the applied voltage
profile during electrochemical etching.

Fig 2 Results from plasma etching of a.-d.). the C-face 
etched sample and e.-h.) the Si-face etched sample. 
Etching rates of 300 nm/min and 225 nm/min were
observed for the C- and the Si-face, respectively.

Results
Fig 2 shows the top-view SEM images for the C-
face (a-d) and the Si-face (e-h). On the C-face 
etched samples, as shown in a.), extensive pore 
nucleation occurred, which can be explained by
the minimal but sufficient surface roughness of 
< 2 nm. It can be seen that pore nucleation 
predominantly takes place along the nanometer-

deep polishing scratches. No significant change 
in the porous structure was observed when the 
top surface was etched for 10-30s, as seen in Fig 
2 (b-d). It is worth noticing that side branching 
was observed after 20 s of plasma etching.
Furthermore, a significant increase in pore 
density from 250 pores/µm2 (0 s) to 
400 pores/µm2 (30 s) took place. However, only 
scattered but larger pores were observed on the 
atomically flat Si-face with surface roughness 
values below 0.1 nm (Fig 2 e). After plasma 
etching of 20 s, a significant change in pore 
propagation was observed. Lichtenberg figures 
could be observed (see Fig 2 g and h).

Fig 3 Cross-sectional SEM images of the samples 
etched from a.) the C-face and b.) the Si-face.
In Fig 3 cross-section SEM images of porosified 
samples for a) the C-face and b) the Si-face are 
shown. Continuous and cylindrical pores could 
be observed for the C-face, which are typical of 
C-faced etched samples. For the Si-face etched
sample shown in b.), the impact of pore
nucleation and the corresponding Lichtenberg
figure are visible and cause a chaotic
porosification profile. These findings indicate
that even low energetic plasma surface
treatment can facilitate pore nucleation on SiC.
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Summary: This study investigates the phenomenon of avoided-crossing in MEMS resonators and its impact on
the quality factor (Q-factor) under two key dissipation mechanisms: anchor losses and fluid-structure interaction.
Numerical and experimental results reveal significant reductions in Q-factors during mode crossings and avoided-
crossings, particularly in scenarios involving width variations and fluid density changes. These findings highlight the
need to consider avoided mode-crossing in MEMS resonators for obtaining high Q-factors and hence, high device
sensitivity as well as predictable bandwidth.
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Background, Motivation and Objective
MEMS are ubiquitous components in modern
technology, integral to applications in sens-
ing, communication, and energy harvesting [1].
MEMS resonators are characterized by the res-
onance frequency and quality factor (Q-factor)
of their vibrational modes. When a parame-
ter of the resonator or its surrounding environ-
ment changes, the resonance frequencies and
corresponding vibrational modes also shift. A
particularly intriguing phenomenon occurs when
two resonance frequencies converge closely: vi-
brational modes often degenerate, and reso-
nance frequencies “veer” apart in a phenomenon
known as avoided-crossing or mode-veering [2,
3].

Understanding multimode effects, such as
avoided-crossing and mode localization [4], is
critical for optimizing MEMS resonators. Re-
search has predominantly focused on changes
in resonance frequencies and vibrational modes,
leaving its impact on the Q-factor underexplored.
This study addresses this gap by presenting a
theoretical framework as well as experimental
results to investigate the influence of avoided-
crossing on the Q-factor in two distinct scenarios:
anchor losses and fluid-structure interaction.

Description of the New Method or System
The Q-factor Q is defined as the ratio of stored
energy in a structure to dissipated energy over
an oscillation period. As different damping mech-
anisms contribute to the dissipated energy, we
focus on anchor losses and fluidic losses. An-
chor losses in MEMS resonators arise from the
energy radiating into the substrate through the
mechanical supports, leading to energy dissipa-
tion and a reduction in the Q-factor. To model
and quantify these losses, we employ the Finite
Element Method (FEM) with the governing equa-

tion as the linear elasticity in the absence of ex-
ternal forces

∇ · σ + ρω2u = 0, (1)

where σ represents the Cauchy stress tensor, ρ
is the density, ω is the angular frequency and u
is the displacement tensor. The system is solved
incorporating a Perfectly Matched Layer (PML) to
simulate the energy absorption in the substrate
effectively, yielding a complex eigenvalue ω̃ prob-
lem from which the Q-factor is determined as

Qanchor =
Re(ω̃)

2Im(ω̃)
. (2)

For the fluidic Q-factor, we adopt a semi-
numerical approach based on the Kirchhoff plate
equation coupled with the Stokes flow for fluid
dynamics as

h3

12
Cαβγδϕ,αβγδ − ω2ρhϕ = Pext + Pz, (3)

where Cαβγδ are the components of the fourth-
order elasticity tensor. Pext is a driving force
and Phydro is the hydrodynamic point force [5].
This equation is solved with Galerkin mode de-
composition (GMD), which efficiently determines
the spectral displacement ϕ of wide resonators in
viscous fluids, from which Q and the resonance
frequencies are obtained.

Results
We investigate avoided mode-crossing by
considering a cantilevered silicon microplate
with length equals 200 µm, thickness equals
15 µm and width varying from 250 µm to
500 µm. Selected resonance frequencies and
Q-factors are shown in Fig. 1. Those are for the
out-of-plane modes 1:3 and 2:1, as well as the
lateral mode. At a width of 355.5 µm, the modes
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2:1 and 1:3 are subject to an avoided-crossing
phenomenon, where the resonance frequencies
veer apart instead of simply crossing over each
other. Crucially, note that avoided-crossing is
accompanied by a significant decrease in the
Q-factor of the 1:3 mode, as seen on Fig 1b. A
different mode crossing occurs between the lat-
eral and 1:3 modes at a width of 316.5 µm where
no veering of the resonance frequencies is ob-
served. Neverthelles, the mode crossing results
in a pronounced reduction in the Q-factor for
the 1:3 mode from Q ≈ 106 to Q ≈ 103. To
confirm these observations, experiments were
performed, whose results for the 1:3 mode are
shown in Fig. 1c, where similar drops in Q are
seen in w ≈ 365 µm and w ≈ 320 µm due to the
crossing of the resonance frequencies of the 1:3
mode with other modes.

Fig. 1: a) Resonance frequencies and b) Q-factors
(right) of MEMS resonator modes as a function of
resonator width, varying from 250 µm to 500 µm. c)
Experimentally measured Q-factor of the 1:3 mode
showing similar drops at w ≈ 365 µm and
w ≈ 320 µm.

In addition to the anchor losses analysis, we
also consider fluidic damping. The resonance
frequencies and Q-factors of the 5:0 and 3:2
modes were analyzed for a silicon microplate as
a function of fluid density ranging from 1 kg/m³
to 1000 kg/m3. Note that a notable increase in
the Q-factor in the 3:2 mode occurs at a fluid
density of approximately 10 kg/m3 as shown in
Fig. 2. This sudden change indicates an interac-
tion with another mode, where the energy dissi-
pation mechanism of mode 3:2 is altered through
the fluid-structure coupling.

Fig. 2: Resonance frequencies (top) and Q-factors
(bottom) of the 5:0 mode (blue circles) and 3:2 mode
(green triangles) as a function of fluid density.

These findings demonstrate the sensitivity
of MEMS resonator’s Q-factors to avoided-
crossing.

References
[1] L. Wei et al. The recent progress of MEMS/NEMS

resonators, Micromachines 12, 724 (2021); doi:
10.3390/mi12060724

[2] H. Ouakad, S. Ilyas, M. Younis, Investigating Mode
Localization at Lower- and Higher-Order Modes in
Mechanically Coupled MEMS Resonators, Jour-
nal of Computational and Nonlinear Dynamics 15,
031001 (2020); doi: 10.1115/1.4045634

[3] N. alcheikh, H. Ouakad, S. Mbarek, and M. Younis,
Crossover/veering in V-shaped MEMS resonators,
Journal of Microelectromechanical Systems 15, 74-
86 (2021); doi: 10.1109/JMEMS.2021.3126551

[4] Y. Wang et al. A mass sensor based on
3-DOF mode localized coupled resonator un-
der atmospheric pressure, Sensors and Actu-
ators A: Physical 279, 254-262 (2018); doi:
10.1016/j.sna.2018.06.028

[5] A. Gesing, T. Tran, D. Huber, D. teinmüller-
Nethl, G. Pfusterschmied, D. Platz, M. Schnei-
der and U. Schmid. The gas-liquid-Q-factor-
inversion in MEMS plate resonators, Journal of
Sound and Vibration 559, 117777 (2023); doi:
10.1016/j.jsv.2023.117777

DOI 10.5162/SMSI2025/B2.2



SMSI 2025 Conference – Sensor and Measurement Science International 85

2:1 and 1:3 are subject to an avoided-crossing
phenomenon, where the resonance frequencies
veer apart instead of simply crossing over each
other. Crucially, note that avoided-crossing is
accompanied by a significant decrease in the
Q-factor of the 1:3 mode, as seen on Fig 1b. A
different mode crossing occurs between the lat-
eral and 1:3 modes at a width of 316.5 µm where
no veering of the resonance frequencies is ob-
served. Neverthelles, the mode crossing results
in a pronounced reduction in the Q-factor for
the 1:3 mode from Q ≈ 106 to Q ≈ 103. To
confirm these observations, experiments were
performed, whose results for the 1:3 mode are
shown in Fig. 1c, where similar drops in Q are
seen in w ≈ 365 µm and w ≈ 320 µm due to the
crossing of the resonance frequencies of the 1:3
mode with other modes.

Fig. 1: a) Resonance frequencies and b) Q-factors
(right) of MEMS resonator modes as a function of
resonator width, varying from 250 µm to 500 µm. c)
Experimentally measured Q-factor of the 1:3 mode
showing similar drops at w ≈ 365 µm and
w ≈ 320 µm.

In addition to the anchor losses analysis, we
also consider fluidic damping. The resonance
frequencies and Q-factors of the 5:0 and 3:2
modes were analyzed for a silicon microplate as
a function of fluid density ranging from 1 kg/m³
to 1000 kg/m3. Note that a notable increase in
the Q-factor in the 3:2 mode occurs at a fluid
density of approximately 10 kg/m3 as shown in
Fig. 2. This sudden change indicates an interac-
tion with another mode, where the energy dissi-
pation mechanism of mode 3:2 is altered through
the fluid-structure coupling.

Fig. 2: Resonance frequencies (top) and Q-factors
(bottom) of the 5:0 mode (blue circles) and 3:2 mode
(green triangles) as a function of fluid density.

These findings demonstrate the sensitivity
of MEMS resonator’s Q-factors to avoided-
crossing.
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Summary:
This paper reports on a passive MEMS structure facilitating the local measurement of both, the device 
layer thickness and residual film stress with white light interferometry (WLI). The structure consists of a 
released single-side clamped plate (SSCP) and a step-profile etched through the device layer down to 
a silicon dioxide layer. In doing so, both the static deflection and the thickness are determined, inde-
pendent of material parameters, such as the index of refraction or surface roughness. Both key proper-
ties can be efficiently measured with the same tailored WLI set-up.

Keywords: device layer thickness, film stress, WLI, SiC, automation

Background, Motivation, and Objective
Tolerances of the device layer properties, such 
as thickness or residual stress are common for 
standard SOI wafers in the MEMS industry as 
well as for any thin films deposited during device 
fabrication[1, 2]. Ellipsometry is a well-estab-
lished technique for the analysis of the thickness 
of thin films [3]. It is a fast and non-destructive 
technique to measure the impact of the thin film 
on polarized light. To calculate the thickness of a 
thin film from that measurement, precise 
knowledge about material parameters, e.g., in-
dex of refraction, is necessary, and a smooth 
surface is highly recommended. On wafer-level 
the curvature measurement is widely applied to 
calculate the residual stress from Stoney’s for-
mula [4]. This technique has the disadvantage, 
that it is developed for uniform thin film thick-
ness, which led to extensive progress on passive 
test structures for optical measurements of the 
static deflection[5, 6]. However, there is still the 
need to determine both parameters, static de-
flection, and thickness, with the same WLI set-
up on-chip with a fully automated approach.

Description of the New Method or System
In this study, we present the simultaneous meas-
urement of the static deflection of released 
SSCP structures and the device layer thickness 
with the same WLI set-up. This combination al-
lows for the development of a high-precision re-
sidual stress map across a wafer with minimal 
time consumption. Test structures consisting of 
an SSCP and a step-profile close to the anchor 
region are presented in Figure 1. The step-profile 
consists of 50 µm wide trenches etched through 
the device layer. Utilizing deep reactive ion etch-
ing (DRIE), the plates are released from the sub-
strate, whereas the stress in the device layer 
leads to a static deflection. Plates with a constant 
length of 500 µm and different widths ranging 
from 50 µm to 1000 µm were fabricated, 

enabling the characterization of local stress pro-
files. In general, a straightforward integration of 
such test structures is possible for MEMS de-
vices, achieving local information, such as thin 
film thickness and in further consequence, the in-
trinsic film stress.

Figure 1: SEM image of the MEMS structure consist-
ing of an 816 µm wide and 500 µm long SSCP re-
leased from the back, and a step-profile with 10 
trenches etched only from the front side. A width of 50 
µm per trench is realized by standard DRIE technique.

Results
In Figure 1, the SEM image of the MEMS struc-
ture indicates the extracted WLI measurement 
data. Automated WLI scans of MEMS structures 
spread across a 4'' SOI-wafer are shown in Fig-
ure 2. Especially the data on the thin film thick-
ness of the single crystalline silicon device layer 
displays the stated thickness variation of the wa-
fer manufacturer of ±0.5 µm and gives a strong 
argument for the local knowledge of the device 
layer thickness for MEMS devices. Even more, a 
polycrystalline SiC thin film is analyzed with the 
same technique, and the thin film thickness, as 
well as the static deflection for two rows of de-
vices, are shown in Figure 3. Following the con-
siderations of Bao [7] on a beam under a bend-
ing moment, the residual stress values for the 
devices are calculated and shown in Figure 4 as 
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a function of the device position on the wafer, 
thus proving the high potential of this approach. 

Figure 2: Scans of thin film thickness (top) and static 
deflection (bottom) on 182 MEMS structures posi-
tioned across half of the surface of a 4'' wafer. The 
device layer material is single crystalline silicon from 
an SOI wafer with a stated thickness from the manu-
facturer of 2±0.5 µm. We find a rather large deviation 
in thin film thickness of 35 % but very low static deflec-
tion of the plates, resulting in low residual stress val-
ues below 10 MPa. The upper part of the wafer was 
used for investigations not relevant to this study. 

Figure 3: Local thin film thickness and static deflection 
of rows 7 and 8 across the center of a 4'' wafer coated 
with polycrystalline SiC in an LPCVD process [8]. The 
wide spread of thin film thickness from 1.7 µm at the 
wafer edge to 2.3 µm in the center is expected due to 
the horizontal positioning of the wafer substrate in the 
quartz tube of the CVD furnace parallel to the gas flow. 

The static deflection at the tip of the SSCP ranges 
from 50 µm in the center to 90 µm at the edge. 

Figure 4: An experimentally determined Young’s mod-
ulus of 217 GPa is used for the calculation of the re-
sidual stress for the measured SiC data in Figure 3, 
leading to a compressive stress in a range from 300 
MPa to 450 MPa. Despite a reduction of the film thick-
ness towards the edges of the wafer, there is an in-
crease of the residual stress reflecting the increase of 
the static deflection of the SSCPs. 
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ness towards the edges of the wafer, there is an in-
crease of the residual stress reflecting the increase of
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Summary: We introduce a novel application of photothermal infrared spectroscopy based on nanoelectromechan-
ical systems (NEMS), integrated with a commercially available FTIR spectrometer (NEMS-FTIR). We successfully
detected 1 ng of polystyrene (PS) and 1 ng of polypropylene (PP) nanoplastic particles with diameters of 100 nm
and 54 nm, respectively. As a case study, we detected small amounts of degradation products originating from
plastic tubing. The technique enabled high-resolution spectral identification of samples from microliter to nanoliter
volumes on NEMS chips.

Keywords: nanoplastics, trace substances, photothermal sensing, Fourier transform infrared spectroscopy, NEMS-
FTIR, degradation

Introduction

The degradation and fragmentation of plastics,
driven by various physical and chemical factors,
results in the formation of microplastics (MPs)
and nanoplastics (NPs), alongside the release of
harmful substances and additives into the envi-
ronment [1]. The growing prevalence of NPs in
both the environment and the tissues and cells of
living organisms has raised significant concerns
regarding their potential biological effects [2].

Analytical techniques such as mass
spectrometry-based techniques, surface-
enhanced Raman spectroscopy (SERS), and
atomic force microscopy-infrared spectroscopy
(AFM-IR) offer good sensitivity with detection
limits typically in the nanogram to picogram
range, depending on the specific method [3].
However, their widespread application for routine
environmental monitoring is hindered by factors
such as expensive equipment, time-intensive
procedures and sample preparation, which limit
their practicality in large-scale studies [3].

Nanoelectromechanical infrared (NEMS-IR)
spectroscopy, a new analytical approach based
on NEMS chips comprising a resonator, has
shown very good sensitivity down to the
picogram level for the detection of various sub-
stances, including polymeric nanoparticles [4],
and pharmaceutical compounds [5]. However,
the reliance of NEMS-IR on expensive quantum
cascade lasers (QCLs), which have a narrow
spectral range, limits its applicability for routine
nanoparticle monitoring.

In this study, we present NEMS-Fourier trans-
form infrared spectroscopy (NEMS-FTIR) as a
novel solution for the chemical analysis of NPs
and other trace substances that exhibit IR ab-
sorption profiles. Here, in contrast to NEMS-IR,
widely available FTIR spectrometers are used as

light sources, providing a method with a wide
spectral range for IR analysis.

Materials
Polystyrene-based nanoparticles (PS, �100 nm)
were purchased from Sigma Aldrich (USA) as
a 10%w/v aqueous suspension and polypropy-
lene particles (PP, �54 nm) were obtained from
Lab261 (USA) as a 1%w/v suspension. For
50 µg/mL suspensions, UHPLC-MS grade water
(Thermo Fisher Scientific, USA) was used for di-
lution.

Tygon tubing (LMT-55) was used for the plas-
tic degradation experiment. Tubing segments
(8 mm long, 3 mm OD, 1 mm ID) were first
washed with DI water (18 MΩ·cm; Millipore,
USA) to remove potential surface contaminants
and then soaked in ethanol (HPLC grade, Sigma
Aldrich, USA), with exposure times ranging from
0.5 to 4 minutes. Segments were handled with
clean metal tweezers to avoid contamination.

Methods
NEMS chips were fabricated using standard
cleanroom lithography. At their center is a
1x1 mm2 silicon nitride (SiN) membrane whose
tensile stress is approximately 50 MPa. Electrical
transduction is enabled by two gold electrodes
extending along the membrane, each 10 µm
wide, allowing the conversion of mechanical vi-
brations into electrical signals [6, 7].

Due to its robustness, the samples can be ap-
plied to the membranes using different sampling
techniques [8]. A nanoliter dispenser (BioFluidix-
Hamilton, Germany) was used to deposit 20 nL
PS and PP suspensions, depositing 1 ng of par-
ticles on the membranes. Micropipettes were
used to deposit 2 µL of ethanol in which parts
of the plastic tubing were soaked.
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During the measurement, NEMS chips were
positioned at ∼10-5 mbar inside the nanoelec-
tromechanical IR analyzer (EMILIETM, Invisible-
Light Labs GmbH, Austria). When exposed to IR
light, the sample absorbs the radiation and heats
up, causing thermal expansion and reduced ten-
sile stress in the membrane. The change in oscil-
lation frequency, monitored via a self-sustaining
oscillator and a frequency counter [7], correlates
with absorbed power. The IR spectrum was gen-
erated in the range of 4000 to 400 cm−1, with
FTIR settings for resolution, delay, co-additions,
and aperture at 4 cm−1, 30 ms, 200 and 6 mm,
respectively.

Results
The NEMS-FTIR spectra of 1 ng of PS and PP
NPs are shown in Fig. 1, where characteristic IR
peaks of these materials are observed [9] and
presented as vertical dashed lines.

Fig. 1: NEMS-FTIR spectra of 1 ng of PS NPs (top)
and PP NPs (bottom). Vertical lines mark the charac-
teristic peaks of each polymer.

Fig. 2 presents NEMS-FTIR spectra of ethanol
samples after plastic tubing immersion, show-
ing increasing peak intensity with time, indicating
progressive dissolution of the tubing due to its
lack of ethanol resistance. IR database analysis
identified alkyd varnish and polyurethane, which
may originate from tubing additives or coatings
dissolving in ethanol.

Summary and outlook
NEMS-FTIR presents as potential tool for detect-
ing nanoplastic particles and degradation prod-
ucts of plastics, even from short exposure times,
providing a sensitive alternative to more com-
plex methods. The ability to use online avail-
able databases further enhances its practicality.
While the technique can detect substances down
to the low nanogram range, with the potential for
detection in the picogram range, extraction from
complex environmental matrices may be neces-
sary.
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Fig. 2: NEMS-FTIR spectra of degradation products
from plastic tubing in ethanol after immersion for dif-
ferent durations. The right inset shows an enlarged
view of the 1727 cm−1 peak, while the left inset illus-
trates the change in intensity of this peak over time.
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tromechanical IR analyzer (EMILIETM, Invisible-
Light Labs GmbH, Austria). When exposed to IR
light, the sample absorbs the radiation and heats
up, causing thermal expansion and reduced ten-
sile stress in the membrane. The change in oscil-
lation frequency, monitored via a self-sustaining
oscillator and a frequency counter [7], correlates
with absorbed power. The IR spectrum was gen-
erated in the range of 4000 to 400 cm−1, with
FTIR settings for resolution, delay, co-additions,
and aperture at 4 cm−1, 30 ms, 200 and 6 mm,
respectively.

Results
The NEMS-FTIR spectra of 1 ng of PS and PP
NPs are shown in Fig. 1, where characteristic IR
peaks of these materials are observed [9] and
presented as vertical dashed lines.

Fig. 1: NEMS-FTIR spectra of 1 ng of PS NPs (top)
and PP NPs (bottom). Vertical lines mark the charac-
teristic peaks of each polymer.

Fig. 2 presents NEMS-FTIR spectra of ethanol
samples after plastic tubing immersion, show-
ing increasing peak intensity with time, indicating
progressive dissolution of the tubing due to its
lack of ethanol resistance. IR database analysis
identified alkyd varnish and polyurethane, which
may originate from tubing additives or coatings
dissolving in ethanol.

Summary and outlook
NEMS-FTIR presents as potential tool for detect-
ing nanoplastic particles and degradation prod-
ucts of plastics, even from short exposure times,
providing a sensitive alternative to more com-
plex methods. The ability to use online avail-
able databases further enhances its practicality.
While the technique can detect substances down
to the low nanogram range, with the potential for
detection in the picogram range, extraction from
complex environmental matrices may be neces-
sary.
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Fig. 2: NEMS-FTIR spectra of degradation products
from plastic tubing in ethanol after immersion for dif-
ferent durations. The right inset shows an enlarged
view of the 1727 cm−1 peak, while the left inset illus-
trates the change in intensity of this peak over time.
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Summary:
This article presents the photolithographic manufacturing and characterization of high-sensitive chro-
mium-based strain gauges. They are produced polymer-free on stainless-steel tensile specimens and 
show high k-factors (strain sensitivity) of 11.0 ± 0.1. Their temperature coefficient (temperature sensitiv-
ity) of 591 ± 23 ppm/°C is comparably high which is why a full-bridge arrangement in cooperation with a 
temperature sensor next to it is used. This leads to a sensor system that can be used for harsh environ-
ment pressure measurements with a sensitivity of 1.71 µV/V/µm/m.

Keywords: Strain gauges, Chromium, Sputtering, Strain measurement, Polymer-free 

Introduction
Strain sensors are crucial components in various 
industrial and research applications where pre-
cise measurement of deformation is essential. In 
industries such as aerospace and civil engineer-
ing, strain sensors provide real-time data on 
structural integrity, allowing for predictive 
maintenance, structural health monitoring and 
improved safety. Commercial strain gauges are 
polymer-foil based and attached with an adhe-
sive to the measurement object [1]. Here, errors 
can occur due to different attachment conditions. 
Additionally, they have limitations when it comes 
to harsh environments like elevated temperature 
or chemical resistance [1],[2]. For this purpose, 
polymer-free thin-film sensors are used, for ex-
ample for harsh environment pressure sensors 
[2]. Since mainly metallic components are of in-
terest, the thin-film layers are deposited directly 
onto the surface based on the sputtering tech-
nology [3]. Because this technique allows not 
only the free choice of the sensor layer design 
but also its material, research is conducted con-
cerning high-sensitivity materials. In comparison 
to standard materials like constantan or NiCr 
(k ≈ 2 [1]), extremely high k-factors of 174 can be 
reached with doped silicon but only in MEMS 
technology [4]. Sputtered materials such as Ni-
DLC (Diamond-like-Carbon) show k-factors up 
to 15 with low temperature coefficient of re-
sistance (TCR) [2]. CrN shows a strain sensitivity 
of 5-11 with TCR values of -5,500 ppm/°C 
to -186 ppm/°C [5],[6]. This article investigates 
sputtered chromium strain gauges on stainless-
steel tensile specimens concerning their resistiv-
ity, k-factor, TCR as wells as full-bridge strain 
and temperature behavior.

Sensor Manufacturing
The strain gauges are produced on stainless-
steel wafers (diameter: 100 mm, thickness: 
0.8 mm). They are mirror polished with mean 
roughness values Ra = 20 ± 10 nm and 
Rz = 150 ± 80 nm. After a chemical cleaning 
step with acetone and isopropanol, sputter etch-
ing removes impurities and activates the surface 
for higher adhesion. First, a reactively RF sput-
tered Al2O3 insulation layer ensures electrical in-
sulation of the following layer system.

Fig. 1. Manufactured thin-film sensor system.

The total thickness of 2 µm is reached with two 
single steps of 1 µm with a chemical cleaning 
step in-between to enhance its functionality. 
Now, the photolithographic structuring takes 
place with the AZ5214E positive resist. The chro-
mium sensor layer is sputtered with a power of 
500 W (sputtering rate: 88 nm/min, sputtering 

1 mm
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pressure 3.8 10-3 mbar). A final liftoff process re-
sults in meander-shaped single strain gauges 
and Wheatstone full-bridge circuits with a sensor 
layer thickness of 500 nm. A Pt temperature sen-
sor (500 nm) with a Ti adhesion promoter 
(10 nm) and Au contact pads (500 nm) are fabri-
cated with two further liftoff processes (Fig. 1). In 
the end, the wafer is cut into a simplified tensile 
specimen with a width of 40 mm. Solder contact-
ing completes the sensor manufacturing. 

Characterization 
The insulation layer properties show a resistance 
of 9.7·109 ± 0.2·108 Ω that leads to a resistivity 
of 3·1012 ± 8·1010 Ωcm. The breakdown field 
strength is 153 ± 25 kV/mm. The resistivity of Cr 
is 54.6·10-6 ± 1.5·10-6 Ωcm that is approximately 
factor 4 of the bulk value which is in agreement 
with literature values [7]. The k-factor of four sin-
gle strain gauges is characterized in a tensile 
test stand with forces between 400 and 2,400 N 
leading to a strain difference Δε of 312 µm/m. 
Based on the normalized resistance change 
ΔR/R0, eq. (1) is used. 

k = (ΔR/R0)/Δε (1) 

High k-factor values of 11.0 ± 0.1 were achieved. 
Fig. 2 shows the linear curve of several test cy-
cles for Cr in comparison to NiCr with a k-factor 
of 2. An explanation of the increased Cr k-factor 
is assumed in partly semiconductor behavior 
through doping with oxygen or nitrogen which 
cannot be clarified in detail. The k-factor of Pt 
was reduced to 0.8 as a result of the symmetrical 
spiral sensor design. 

Fig. 2. Sensor signals for three different sensor ma-
terials and a Cr full-bridge. 

Temperature investigations between 20 and 
100 °C (ΔT = 80 °C) on a heating plate revealed 
TCR values of 591 ± 23 ppm/°C calculated with 
eq. (2). NiCr showed a value of 12 ± 5 ppm/°C. 

TCR = (ΔR/R0)/ΔT (2) 

Now, Cr strain gauge full-bridges were tested 
concerning their strain sensitivity, temperature 
behavior and drift behavior. Initially, the bridge 
offset is 6.9 ± 2.7 mV/V. The sensitivity is 

calculated to 1.71 ± 0.03 µV/V/µm/m based on 
eq. (3) [1], see Fig. 2. Here, the strain ε is given 
by the k-factor k, the poisson’s ratio ν, the bridge 
output voltage UO and supply voltage US. 

ε = 4/k·1/2·1/(1+ν)·UO/US (3) 

The temperature dependency leads to a high ap-
parent strain of 4.4 µm/m/°C that can be reduced 
to a noise of only 11.7 µm/m in the temperature 
range from 20 °C up to 100 °C using the Pt thin-
film temperature sensor. The drift at 20 °C is 
0.36 µV/V/h that can be reduced with annealing. 

Conclusion 
This article presents sputtered chromium strain 
gauges on steel samples. With a k-factor of 11.0, 
the strain sensitivity is increased by a factor of 5 
compared to conventional materials like NiCr. 
Due to the comparably high temperature coeffi-
cient of resistance of 591 ppm/°C (NiCr: 
12 ppm/°C), Wheatstone full-bridge configura-
tions were used leading to a strain sensitivity of 
1.7 µV/V/µm/m. With an additional thin-film Pt 
temperature sensor, the remaining temperature 
induced apparent strain is 12 µm/m (20 °C up to 
100 °C). These highly sensitive strain gauges 
can be used in harsh environments due to their 
polymer-free structure, and will be used for 
metal-based pressure sensors in the future. 
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pressure 3.8 10-3 mbar). A final liftoff process re-
sults in meander-shaped single strain gauges
and Wheatstone full-bridge circuits with a sensor 
layer thickness of 500 nm. A Pt temperature sen-
sor (500 nm) with a Ti adhesion promoter
(10 nm) and Au contact pads (500 nm) are fabri-
cated with two further liftoff processes (Fig. 1). In 
the end, the wafer is cut into a simplified tensile
specimen with a width of 40 mm. Solder contact-
ing completes the sensor manufacturing.

Characterization
The insulation layer properties show a resistance
of 9.7·109 ± 0.2·108 Ω that leads to a resistivity
of 3·1012 ± 8·1010 Ωcm. The breakdown field 
strength is 153 ± 25 kV/mm. The resistivity of Cr
is 54.6·10-6 ± 1.5·10-6 Ωcm that is approximately
factor 4 of the bulk value which is in agreement 
with literature values [7]. The k-factor of four sin-
gle strain gauges is characterized in a tensile
test stand with forces between 400 and 2,400 N 
leading to a strain difference Δε of 312 µm/m. 
Based on the normalized resistance change
ΔR/R0, eq. (1) is used.

k = (ΔR/R0)/Δε (1)

High k-factor values of 11.0 ± 0.1 were achieved.
Fig. 2 shows the linear curve of several test cy-
cles for Cr in comparison to NiCr with a k-factor
of 2. An explanation of the increased Cr k-factor
is assumed in partly semiconductor behavior
through doping with oxygen or nitrogen which 
cannot be clarified in detail. The k-factor of Pt 
was reduced to 0.8 as a result of the symmetrical
spiral sensor design.

Fig. 2. Sensor signals for three different sensor ma-
terials and a Cr full-bridge.

Temperature investigations between 20 and
100 °C (ΔT = 80 °C) on a heating plate revealed
TCR values of 591 ± 23 ppm/°C calculated with
eq. (2). NiCr showed a value of 12 ± 5 ppm/°C.

TCR = (ΔR/R0)/ΔT (2)

Now, Cr strain gauge full-bridges were tested
concerning their strain sensitivity, temperature 
behavior and drift behavior. Initially, the bridge
offset is 6.9 ± 2.7 mV/V. The sensitivity is

calculated to 1.71 ± 0.03 µV/V/µm/m based on
eq. (3) [1], see Fig. 2. Here, the strain ε is given 
by the k-factor k, the poisson’s ratio ν, the bridge
output voltage UO and supply voltage US.

ε = 4/k·1/2·1/(1+ν)·UO/US (3)

The temperature dependency leads to a high ap-
parent strain of 4.4 µm/m/°C that can be reduced 
to a noise of only 11.7 µm/m in the temperature 
range from 20 °C up to 100 °C using the Pt thin-
film temperature sensor. The drift at 20 °C is
0.36 µV/V/h that can be reduced with annealing.

Conclusion
This article presents sputtered chromium strain 
gauges on steel samples. With a k-factor of 11.0,
the strain sensitivity is increased by a factor of 5 
compared to conventional materials like NiCr. 
Due to the comparably high temperature coeffi-
cient of resistance of 591 ppm/°C (NiCr: 
12 ppm/°C), Wheatstone full-bridge configura-
tions were used leading to a strain sensitivity of 
1.7 µV/V/µm/m. With an additional thin-film Pt
temperature sensor, the remaining temperature 
induced apparent strain is 12 µm/m (20 °C up to 
100 °C). These highly sensitive strain gauges
can be used in harsh environments due to their
polymer-free structure, and will be used for
metal-based pressure sensors in the future.
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Analysis of positioning parameters at glazing of pressure measurement cells
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Summary:
Glazing is increasingly used to join the silicon measuring cell to the steel diaphragm in pressure sensor 
production. This study examines the glazing process at ETO SENSORIC (Germany) using statistical 
analysis. The objective was to identify key positioning parameters that optimize signal yield. High sensor 
sensitivity and low deviation of the characteristic curve are maintained. A multivariable regression was 
performed with the measuring cell signal as the response. The analysis was extended with a µCT study 
of parts with unexplained signal deviations. 

Keywords: pressure sensor, glazing, piezo resistive cell, steel membrane, statistic

Introduction
Glazing is a particularly sensitive process that di-
rectly affects the signal quality. During glazing, 
several objectives must be optimized, including 
the positioning of the measurement cell (strain 
gauge), thermal parameters, material selection, 
and process cost. This study aimed to determine 
the relationship between positioning parameters 
and both the signal level (sensitivity) and the 
piecewise variation of the characteristic lines [1].
These features, which characterize glazing qual-
ity, can easily be quantified using the measure-
ment cell's signal. The cell contains four resistors 
forming a Wheatstone bridge, measured in the 
laboratory with a pressure-controlled measure-
ment system.
Additionally, samples that deviated from the re-
gression model were analysed using µCT to re-
veal the effect of bubble distribution in the glaz-
ing.

Samples
For the investigation, CiS set up steel measuring 
cells with differently positioned silicon strain 
gauges – 200 bar relative pressure sensor. Com-
plete assemblies of pressure sensors with a 
steel diaphragm and a piezo resistive measuring 
cell joined by a glazing were produced in 46 
functional parts, 28 of which were OK-calibrated 
(OK parts).
In the following section, only the OK parts were 
included in the analysis, but in the last sections. 
The variants (Tab.1) include test specimens with 
glass layer thicknesses of 50 µm and 150 µm 
and standard positioning (1.5 mm from the cen-
tre of the steel membrane at 0° rotation). The fi-
nal three variants were produced with a 50 µm 
glass layer and an initial 45° rotation, followed by 

centre distances of 1 mm and 2 mm. The posi-
tioning parameter is set to the default value at 
the theoretical limits of the technology, showing 
no indication of a design of experiments (DoE).
Tab. 1 Variants of samples

Basic statistic of the signal
The raw values were extracted from the com-
plete measurement protocol at specific tempera-
tures (-25 °C, 20 °C, and 120 °C) and pressures 
(0 bar, 100 bar, and 200 bar) for further analysis. 
The standard deviation of these values for a 
given positioning parameter indicates the coher-
ence of the derived characteristic curves. Fig. 1
and 2 display three pressure cycles for each 
temperature - cycle 1 at -25 °C, cycle 2 at 20 °C, 
and cycle 3 at 120 °C - with each cycle rising to 
200 bar and falling back to 0 bar.
In Fig. 1, parts with a 150 µm thickness show 
very low deviation and raw values in contrast to
those pieces with a 50 µm layer, indicating that 
a stable, functional sensor can be produced with 
a 150 µm layer. Additionally, Fig. 1 shows that 
the "50 µm" configuration with a 2 mm displace-
ment exhibits the same deviation as the basic 
"50 µm" displacement (1.5 mm), while the "Angle 
45°" configuration displays extremely large devi-
ation throughout. The median value indicates 
sensor sensitivity; according to Fig. 2, all settings 
except "Angle 45°" are suitable for measure-
ment, as a 45° rotation causes the resistors to 
cancel out the signal, and both scatter and me-
dian decrease with increasing temperature.

Thick. glass [µm] Disp. centre/ mm Angle / ° Functional parts Calibration Ok
Thick. glass 50 µm 50 1,5 0 17 13
Thick. glass 150 µm 150 1,5 0 10 5
Angle 45° 50 1,5 45 7 0
Displacement 1 mm 50 1 0 5 4
Displacement 2 mm 50 2 0 7 6
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Fig. 1. Standard deviation of raw characteristic line 
vs. pressure 

Fig. 2. Median of raw characteristic line vs. pressure 

Variables of measuring cell positioning 
To determine the parameters, several planes 
were first defined. The surface of the steel mem-
brane was chosen as the reference plane (plane 
0). The four bond pads on the strain gauge were 
designated as planes 1, 2, 3, and 4, while the 
surface of the strain gauge was assigned as 
plane 5 and the glazing surface as plane 6. 
Based on these planes, 11 geometric and posi-
tioning parameters were developed, covering 
features from the cross-section of the glass pad 
to the heights of the strain gauge cell elements. 
These variables were measured using a 
Keyence 4th Generation measuring microscope. 

Analysis of measuring cell positioning 
The following section analyses the influence of 
the glazing's geometric parameters on the raw 
values of the characteristic lines. A multivariable 
regression analysis was performed using Mini-
Tab. Parts with a 50 µm layer thickness yielded 
significantly worse EMC results compared to 
those with a 150 µm layer; therefore, we focused 
on the 150 µm test specimens. Regression anal-
yses were conducted over all temperature 
ranges (-25 °C, 20 °C, 120 °C) and pressure 
ranges (0 bar, 100 bar, 200 bar). 
For the 150 µm layer, the coefficients of determi-
nation were consistently high (>80%), though the 
significant variables varied. The influence of dif-
ferent parameters on the sensor signal was 
sometimes contradictory, suggesting other fac-
tors may also be at play.  

A µCT analysis was then carried out to investi-
gate whether bubbles or cracks in the glass sol-
der could affect the results [2]. 

Deviation in trend 
The NOK parts generally exhibit lower raw val-
ues than the OK parts, except for NOK part No. 
29, whose raw value falls within the expected 
range for OK parts. The analysis of geometric 
parameters revealed no abnormalities, suggest-
ing that other factors may be influencing the re-
sults. Four samples were therefore sent for µCT 
analysis. The selected samples included the 
conspicuous test piece No. 29, an OK part with 
a 50 µm layer (No. 16), a NOK part with a 150 µm 
layer (No. 25), and an OK part with a 150 µm 
layer (No. 38). Test piece 16 shows almost no 
bubbles in the glass pad (Fig. 3) and has an ac-
ceptable signal. In contrast, test piece 25 exhib-
its many large bubbles in the glass solder, espe-
cially beneath the strain gauge, resulting in sig-
nificantly lower raw values. Test sample 29 has 
a large bubble beneath the strain gauge - though 
smaller than in test piece 25 - which places it just 
outside the acceptable range. Test sample 38, 
like test sample 16, displays only a small bubble 
beneath the strain gauge and shows no abnor-
malities in its characteristic curve. 

Fig. 3, µCT image of No. 16 IO/50µm; No. 25 
NIO/150µm; No. 29 NIO/150µm; No. 38 IO/150µm; 

Result and discussion 
- A significant deviation from the ideal strain

gauge positioning substantially affects the raw
values and the consistency of the signal lines.

- Using a 150 µm layer thickness, sensitive sen-
sors can be produced with a lower standard de-
viation than those with a 50 µm layer.

- The regression analysis of production param-
eters versus raw values yielded contradictory
results, indicating that some factors were over-
looked; hence, a µCT scan was performed.

- Bubbles in the glass beneath the strain gauge
directly influence its raw signal values.

- A design of experiments (DoE) is currently un-
derway to investigate the factors influencing
bubble formation in glazing.
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Fig. 1. Standard deviation of raw characteristic line
vs. pressure

Fig. 2. Median of raw characteristic line vs. pressure

Variables of measuring cell positioning
To determine the parameters, several planes
were first defined. The surface of the steel mem-
brane was chosen as the reference plane (plane 
0). The four bond pads on the strain gauge were 
designated as planes 1, 2, 3, and 4, while the
surface of the strain gauge was assigned as
plane 5 and the glazing surface as plane 6. 
Based on these planes, 11 geometric and posi-
tioning parameters were developed, covering
features from the cross-section of the glass pad 
to the heights of the strain gauge cell elements.
These variables were measured using a
Keyence 4th Generation measuring microscope.

Analysis of measuring cell positioning
The following section analyses the influence of 
the glazing's geometric parameters on the raw
values of the characteristic lines. A multivariable 
regression analysis was performed using Mini-
Tab. Parts with a 50 µm layer thickness yielded 
significantly worse EMC results compared to 
those with a 150 µm layer; therefore, we focused
on the 150 µm test specimens. Regression anal-
yses were conducted over all temperature 
ranges (-25 °C, 20 °C, 120 °C) and pressure 
ranges (0 bar, 100 bar, 200 bar).
For the 150 µm layer, the coefficients of determi-
nation were consistently high (>80%), though the 
significant variables varied. The influence of dif-
ferent parameters on the sensor signal was
sometimes contradictory, suggesting other fac-
tors may also be at play.

A µCT analysis was then carried out to investi-
gate whether bubbles or cracks in the glass sol-
der could affect the results [2].

Deviation in trend
The NOK parts generally exhibit lower raw val-
ues than the OK parts, except for NOK part No.
29, whose raw value falls within the expected 
range for OK parts. The analysis of geometric
parameters revealed no abnormalities, suggest-
ing that other factors may be influencing the re-
sults. Four samples were therefore sent for µCT
analysis. The selected samples included the 
conspicuous test piece No. 29, an OK part with 
a 50 µm layer (No. 16), a NOK part with a 150 µm
layer (No. 25), and an OK part with a 150 µm
layer (No. 38). Test piece 16 shows almost no
bubbles in the glass pad (Fig. 3) and has an ac-
ceptable signal. In contrast, test piece 25 exhib-
its many large bubbles in the glass solder, espe-
cially beneath the strain gauge, resulting in sig-
nificantly lower raw values. Test sample 29 has
a large bubble beneath the strain gauge - though
smaller than in test piece 25 - which places it just 
outside the acceptable range. Test sample 38, 
like test sample 16, displays only a small bubble
beneath the strain gauge and shows no abnor-
malities in its characteristic curve.

Fig. 3, µCT image of No. 16 IO/50µm; No. 25
NIO/150µm; No. 29 NIO/150µm; No. 38 IO/150µm;

Result and discussion
- A significant deviation from the ideal strain 

gauge positioning substantially affects the raw 
values and the consistency of the signal lines. 

- Using a 150 µm layer thickness, sensitive sen-
sors can be produced with a lower standard de-
viation than those with a 50 µm layer. 

- The regression analysis of production param-
eters versus raw values yielded contradictory
results, indicating that some factors were over-
looked; hence, a µCT scan was performed. 

- Bubbles in the glass beneath the strain gauge
directly influence its raw signal values. 

- A design of experiments (DoE) is currently un-
derway to investigate the factors influencing
bubble formation in glazing.
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Summary: 
Advanced glass packaging with integrated stress relief structures for MEMS pressure sensors, enabled 
by Laser Induced Deep Etching (LIDE) technology, effectively isolates sensing elements from package-
induced stresses. Our simulations demonstrate that hermetically sealed corrugated membrane struc-
tures reduce thermal induced stress by up to 99,4 % when subjected to CTE mismatch between glass 
and FR4 substrates. The integrity and mechanical stability of the glass is maintained, as processing with 
the LIDE technology does not create any imperfections such as microcracks or internal stresses. 

Keywords: MEMS sensors, glass packaging, stress relief structures, Laser Induced Deep Etching, 
glass micro features 

Introduction 
MEMS pressure sensors are critical components 
in numerous industrial, automotive, medical, and 
consumer applications, providing precise pres-
sure measurements in increasingly demanding 
environments [1, 2, 3]. However, one of the most 
significant challenges remains the effective iso-
lation of the sensing element from external me-
chanical and thermal influences [4]. The cou-
pling between the silicon chip and its package, 
as well as between the package and substrate 
or circuit board, introduces substantial perfor-
mance limitations due to thermal mismatch be-
tween different materials, creating stresses that 
directly transfer to the sensor membrane and re-
sult in measurement errors [4, 5]. Conventional 
approaches involve complex and costly stress 
relief structures that increase production costs 
and limit miniaturization or the use of soft adhe-
sives that can degrade over time are limited in 
temperature and pressure stability [4, 6, 7]. This 
paper explores how Laser Induced Deep Etching 
(LIDE) technology can be leveraged to create in-
tegrated stress relief structures directly within 
glass packaging for MEMS pressure sensors, 
potentially enabling higher accuracy, improved 
reliability, and expanded operating temperature 
ranges while reducing manufacturing complexity 
and cost [8, 9]. 

Glass integrated stress relief structures 
This study employed LIDE technology to fabri-
cate integrated stress relief structures in glass 
packages for MEMS pressure sensors. LIDE is 
a two-step process: first, a specialized laser pro-
cess that precisely modifies the glass; second, a 

selective wet etching process that etches modi-
fied regions much faster than unmodified glass. 
This approach allows for minimum feature sizes 
down to 5 μm with positional accuracy of ±1 μm 
with very low surface roughness [9]. We de-
signed and fabricated hermetically sealed glass 
carrier substrates with corrugated membranes 
(10 - 30 μm thickness, 400 μm depth, 50 μm 
channel width) for stress relief as shown in Fig-
ure 1. In a previous publication we have demon-
strated fracture strength of ~1 GPa of LIDE pro-
cessed glass springs with cross-sections of 
30 μm × 260 μm in mechanical testing confirm-
ing the absence of strength-limiting defects [10]. 

Figure 1: Cross section of double membrane structure 
and (b) platform with single membrane structures.  

The test samples (2.5 × 2.5 mm²) were made of 
500 µm thick Borosilicate glass (Schott BF33) 
that has a very similar coefficient of thermal ex-
pansion (CTE) to Si. We have carried out Finite 
Element Modeling simulations using Ansys Me-
chanical to optimize designs and predict perfor-
mance, comparing the substrates with and with-
out stress relief structures. The simulations ana-
lyze a thermal induced tensile stress of a Si pres-
sure sensor membrane (20°C to 85°C) caused 
by the CTE mismatch between borosilicate glass 
(3.3 ppm/K) and FR4 (16 ppm/K). The Si die 
(1 × 1 mm²) was placed on the glass sample.  

DOI 10.5162/SMSI2025/B3.3



SMSI 2025 Conference – Sensor and Measurement Science International 94

Simulation Results 
FEM simulations of the stack of FR4, BF33 and 
Si show a significant reduction of the mean Von-
Mises stress on the sensor membrane from 
15.9 MPa to 0.277 MPa (98.26 % reduction) us-
ing a single corrugated membrane (30 µm thick-
ness) for stress relief when subjected to thermal 
loading representing a 65°C temperature 
change with a CTE mismatch of 12.7 μm/m/K 
between borosilicate glass and FR4 substrate. A 
dual-membrane configuration reduces the in-
duced stress to 0.104 MPa (99.35 % reduction). 

Figure 2: Simulation results of the average Van-Mises 
stress on the membrane of a 1 × 1 mm² silicon die 
placed in the middle of the glass substrate without mi-
crostructures (Reference), with one membrane and 
with two membranes (30 µm thickness).  

Stress distribution analysis revealed that the mi-
crostructures created mechanical "breaks" in 
stress propagation paths, absorbing and redis-
tributing induced stress while maintaining integ-
rity and out-of-plane stability. 

Figure 3: Stress distribution on the glass substrate 
with two corrugated membranes.  

Conclusion 
This study demonstrates that micro structured 
glass has enormous potential for improvements 
in thermal stability, mechanical stress isolation, 
and high-temperature operation of MEMS de-
vices facing thermal and mechanical stress 

challenges. These advancements address criti-
cal limitations in current MEMS pressure sensor 
technology and open new possibilities for appli-
cations across automotive, industrial, medical, 
and aerospace sectors where accurate pressure 
measurement under varying environmental con-
ditions is essential. Future work will be focused 
on process integration and optimizing design 
configuration.  
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Summary: 
Silicon, glass and ceramic substrates are generally used in the field of microsystems technology and 
MEMS. Thermoplastics play a subordinate role at most in the area of flexible substrates. However, 
substrates made of polyether ether ketone (PEEK) offer previously unimagined advantages for new 
sensor application scenarios where conventional substrates reach their limits. Especially the Ensinger 
Microsystems Technology (EMST) shows the various benefits using PEEK as a substrate material. 
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Introduction 
Silicon and ceramic substrates are generally 
used in the field of microsystems technology and 
MEMS. Thermoplastics play a subordinate role 
at most in the area of flexible substrates. How-
ever, substrates made of polyether ether ketone 
(PEEK) offer previously unimagined advantages 
for new sensor application scenarios where con-
ventional substrates reach their limits. 

Polyether Ether Ketone 
PEEK is a thermoplastic material with high 
chemical resistance and excellent temperature 
behavior. The material withstands 250 °C per-
manently and for bonding processes even 
300 °C for short times. The material is also avail-
able as a compound material for Laser Direct 
Structuring and is adapted to metallization pro-
cesses. The dielectric strength of 17.5 kV/mm 
shows ideal electrical resistivity for e.g. elec-
tronic or sensor applications. 

Fig. 1: PEEK based Substrates 

Advantages of PEEK Substrates 
Fig. 2 shows the properties of PEEK in compari-
son to the established substrates. Generally, no 
substrate is superior in every field of interest and 
the web diagram illustrates that the PEEK based 

TECAWAFER PEEK LDS substrate is beneficial 
in terms of electrical and chemical properties. It 
also has a lower environmental impact and al-
lows for multiple packaging options. 

Fig. 2: TECAWAFER PEEK LDS in comparison 

Ensinger Microsystems Technology 
The Ensinger Microsystems Technology (EMST) 
consists of three basic process steps.  

1. Injection molding
2. PVD coating
3. Chemical Mechanical Polishing (CMP)

Using highly precise molding inlays, microstruc-
tures are imprinted by the injection compression 
molding process into the PEEK material. This 
way a structural resolution in the single digit mi-
crometer range is achied. Subsequent PVD pro-
cesses include sputtering, evaporation and for 
insulation purposes PECVD. The following pol-
ishing step removes the applied layer apart from 
the metallization inside the structured cavities. 
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Advantages of the EMST Process Chain 
The EMST process chain shows advantages not 
only regarding the number of process steps. It 
also allows the neglection of the clean room en-
vironment and robust choice of substrate mate-
rial. The high reproducibility and excellent values 
of standard deviation of this process chain re-
garding mechanical an electrical values have to 
be emphasized. The references [1] – [5] show 
the use cases for the Ensinger Microsystems 
Technology. 

Sensor Examples 
Using the Ensinger Microsystems Technology, 
various thin film based sensors have already 
been manufactured. The first sensors evaluated 
on PEEK were temperature sensor elements, 
which are applicable between -70 and 250 °C 
[1]. Another major focus of sensor application 
lays in the field of magnetic field sensors. AMR 
and GMR Sensors were built using EMST and 
showed state of the art sensor signal and behav-
ior on PEEK substrates [3]. Also strain gauge 
based sensor systems like torsion, strain and 
pressure sensors were evaluated in will be pub-
lished shortly. A combination of heater and sen-
sor elements can be manufactured in the case of 
calorimetric flow sensors, which are also availa-
ble on PEEK substrates [5]. Fig. 4 shows various 
thin film based sensor samples based on the 
EMST process chain. 

Fig. 4: Various Sensor Examples Based on PEEK 
and EMST Process Chain 

Benefits of PEEK in Sensor Technologies 
PEEK as substrate material and especially the 
used TECACOMP PEEK LDS as substrate for 
sensor manufacturing - also in the case of the 
EMST technology - shows various benefits for 
different sensor applications. Regarding temper-
ature sensors the fast response behavior using 
PEEK as substrate has to be emphasized. Simi-
lar behavior on silicon substrates can only be re-
alized using expensive backside thinning pro-
cesses using dry etching. In case of calorimetric 
flow sensors, the same effect can be very bene-
ficial. Flow sensors also need chemical and 
physical resistance for different media and there-
fore alternatives are looked for especially where 
silicon or ceramic show limitations (e.g. acids 
and alkaline). Looking at the manufacturing of 
pressure sensors on the basis of strain gauges , 

usually expensive thinning and mounting of the 
membranes to the body/housing is challenging 
and expensive. Using PEEK as a substrate in-
creases the signal and manufacturing can be 
simplified by mechanical thinning of the mem-
brane or direct production of membrane and 
housing in one process step. 

Conclusion 
PEEK as a substrate material opens up new pos-
sibilities in terms of manufacturing technologies. 
Physical and chemical limitations of existing sub-
strate technologies are overcome with PEEK 
and in particular with TECAWAFER PEEK LDS, 
creating new possibilities for sensor applications 
and designs. 
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Summary: A small, stable sensor system is proposed to detect mold growth. The system measures the pH change
in culture medium using the corresponding colour shift of pH indicator dyes in response to mold metabolism. The
system employs a spectral sensor and a LED that measures the transmittance across 150 µl of culture media. The
configuration of the optical system assures the accuracy of the measurements with a fixed optical path with no mold
colony hindrance. A calibration method was introduced to calibrate small volumes of dyed culture medium.The
system allows the detection of mold growth and identification of growth phases of mold measuring the pH value of
the culture medium.

Keywords: mold, Bromocresol purple(BCP), agar, pH value, colour sensor

Background, Motivation and Objective
Mold contamination is a significant issue in agri-
culture, biogas facilities, industrial plants, and in-
door environments. It can break down organic
matter, can lead to structural damage in build-
ings and can result in crop losses. Addition-
ally, mold spores have been shown to impair
air quality, causing respiratory diseases such as
asthma and allergies in both humans and ani-
mals. Conventional methods for detecting mold
involve using Andersen impactors with agar-filled
petri dishes and counting colony-forming units
(CFUs). This is laborious process that requires
several steps. Other methods, such as PCR,
qPCR, and microscopic analysis, require expe-
rienced professionals. Colourimetric measure-
ment methods have been previously investigated
and shown to be effective for mold detection [1].
However, mold growth on the surface of agar
plates disturb the optical pathway which leads to
inaccurate measurement results.

Mold Detection System and Characterization
In this work a stable optical measurement setup
was realized to detect the growth of mold. An
optical path was chosen such that it does not
cross the surface of agar where mold colonies
are growing, which would otherwise affect the
transmittance measurements [1]. Mold spores
start germinating in environments, which are hu-
mid and have sufficient organic matter. Agar
mixed with pH indicator dye is used as growth
medium in the micro reactors to determine mold
growth. When spores are in contact with Agar,
they start germinating and feed on the organic
matter. As a function of metabolism, when mold
grows, they release acidic and basic waste [2].
These waste products changes the ionic compo-
sition of the culture medium and thus changing

the pH of agar, which can be detected by pH in-
dicator dyes. Spores can be introduced into the
system by air or liquid samples. To prevent the
agar from drying out caps are fitted onto the mi-
croreactors.

The system consists of a cylindrical microreac-
tor that has a volume of 400 µl (diameter: 8mm,
height: 8mm). It is filled with agar mixed with
Bromocresol purple(BCP) dye with a concentra-
tion of 0.025% w/v. The measured dye colours
for different pH values are shown in Fig. 1.

Fig. 1: Colour in BCP dyed Agar for different pH
values

The optical setup to measure the colour inten-
sity through a small optical path of 8 mm con-
sist of a 3000K LED and a spectral colour sensor
(AS7341) that were configured in such a way that
light passes through the microreactor filled with
agar. The LED was powered with 20 mA current
to illuminate the microreactor. The colour sensor
has 8 channels sensitive to different wavelengths
in visible range and provides intensity data for
each wavelength.

To measure the pH of the agar medium accu-
rately, a calibration curve for BCP dyed agar is
necessary. One significant challenge when mea-
suring the pH of (semisolid) textured agar with
a standard pH probe is that the sensitive mem-
brane gets obstructed by agar particles result-
ing in inaccurate readings. Also, changing pH
and measuring pH of small volumes of Agar is
not straight forward. To address the above chal-
lenges, a liquid fraction with BCP dye is used.
As the first step, a calibration curve of BCP dyed
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Fig. 2: (a) Optical setup (b) Microreactor (c) Resin
printed holder for LED and color sensor

water for a pH range 2.5-9 was established as
the first reference. By adding a liquid fraction
with multiple samples covering a pH range of 0-
14 on top of agar gel, the pH value of the liquid
and the agar fractions reach equilibrium. Then
by comparing the colour of the liquid fraction on
top of the agar, the pH value of the two fractions
can be read out using the first reference curve.
A second reference curve can then be created
for the agar fraction itself. This will be used fur-
ther as the calibration curve to measure the pH
of the medium when mold is growing. To mini-
mize the possible drifts due to temperature fluc-
tuations and varying LED properties, each wave-
length was normalized using 680nm wavelength
because it is not affected by the change in colour
of the dye.

Fig. 3: Calibration curve for 0.025% w/v BCP dyed
Agar, including sigmoidal Boltzmann curvefit

Fig. 3 outlines the correlation between pH val-
ues and the intensity ratios at three distinct wave-
lengths: 555 nm, 590 nm, and 630 nm, all nor-
malized to the intensities at 680 nm. The I630/I680
(black curve) is suitable for pH values ranging
from 4 to 7. In contrast, the I590/I680 (red curve) is
effective for detecting pH values between 3 and
5.5. The normalized intensity at 555 nm (blue
curve) does not offer any additional information
compared to the other wavelengths. Therefore,
the system can effectively operate along a pH
range of 3 to 7 using only 3 wavelengths: 590
nm, 630 nm and 680 nm(reference).

Results

Fig. 4: pH change in the culture medium for 2
different species of mold

Fig. 4 shows the change in pH of the cul-
ture medium for two types of mold: Rhizo-
pus Oligosporus and Aspergillus Oryzae. For
the measurements, liquid samples with differ-
ent spore concentrations were used for each
species. The intensity measurements were
recorded with a 10 minute sampling time. Ini-
tial pH of agar was determined as 5.4±0.2. Dur-
ing the lag phase, the pH value of the medium
remains unchanged as the spores adjust to
the moist medium. Following this phase, mold
spores start growing and release waste into the
agar, altering its pH. A pH change of -0.5 is
shown within 25 hours for R. Oligosporus. For
A. Oryzae spores, it takes a bit longer and is ob-
served after 35 hours. Both species demonstrate
a gradual decrease in pH over time, indicating
that the medium becomes more acidic.

Conclusion
The growth of two mold species has been suc-
cessfully detected using stable optical readings
with 150 µl volume of culture medium. Intensity
ratio measurements from 2 wavelengths and a
reference wavelength enable the system to de-
tect pH values in the range of 3 to 7. The results
are very promising for the realization of a mold
spore quantification platform.
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GmbH and MESA Electronic GmbH for fruit-
ful discussions. This work is a part of the re-
search project “MoldDetection, project number:
KK5039203KS1, which is supported by the Fed-
eral Ministry for Economic Affairs and Energy
(BMWi) under the framework of the Central In-
novation Programme for SMEs (ZIM).

References
[1] Papireddy Vinayaka, et al., On-Chip monitoring of pH change

in agar-gels during fungi growth by integrating impedance and
colorimetric principles, Procedia Eng., 2014: pp. 373–376.
doi:10.1016/j.proeng.2014.11.739.

[2] H.G. Schlegel, General Microbiology, Seventh Edition, 2003.

Low-Noise Silicon APD with Enhanced Blue-Violet Sensitivity

L. Long, X. Xu, M. Schaedel, G. Brokmann and Th. Ortlepp
CiS Forschungsinstitut für Mikrosensorik GmbH, Konrad-Zuse-Str. 14, D-99099 Erfurt, Germany.

llong@cismst.de

Summary: A theoretical two-carrier formalism for the calculation of the optoelectrical properties of APDs is estab-
lished based on the independent Bernouilli trial and generating function method. The gain and excess noise factor
can be calculated for any doping profile under any bias and illumination wavelength. This is applied to the design
of a CMOS compatible low-noise silicon avalanche photodiode. The doping profile and antireflection layer are op-
timized to achieve enhanced blue-violet sensitivity and low-noise, while keeping the operating bias at a moderate
level. The properties of the fabricated APDs are in good agreement with the theoretical analysis.

Keywords: Silicon, APD, gain, excess noise factor, blue-violet enhanced

Introduction
For PET and high-energy physics applications,
gamma rays are converted to blue or violet pho-
tons with scintillators and detected by an APD or
photomultiplier [1]. Therefore, it would be ad-
vantageous if the APD used has low noise and
enhanced blue-violet sensitivity [2]. Since sen-
sitivity and noise are strongly dependent on the
device doping profile, the operating bias, and the
wavelength of the incident photons, design and
optimization using conventional TCAD simula-
tion would be very time-consuming. To this end,
we have derived a formalism to calculate the gain
and excess noise factor from a given doping pro-
file at any bias and for any wavelength of incident
photons. This formalism is based on the inde-
pendent Bernouilli trial and generating function
method, which applies the impact ionization rate
for electrons and holes. It is shown that the the-
oretical results are in good agreement with the
TCAD simulation. Therefore, for the design of an
APD, it is only necessary to perform a process
simulation to realize the obtained doping profile
and design an appropriate layout edge structure.
Using this procedure, we developed a low-noise
silicon APD with enhanced blue-violet sensitivity.

The opto electrical properties of APD
The impact ionization of accelerated charge car-
riers in an electric field generates a further gen-
eration of charge carriers for any given input
charge carrier according to the ionization rate of
electrons and holes. The initial carriers can be
the light-generated carriers or thermally excited
electron-hole pairs. The one dimensional multi-
plication zone is divided into N sections, where
section i has a length of li = ea

q|E(xi)| . Here
E(xi) is the electric field strength at xi, ea is
the ionization energy of charge carriers. There-
fore, in section i, the electron has an impact ion-

ization probability of αn(xi)li, the hole has an
impact ionization probability of αp(xi)li, where
the αn and αp are the impact ionization rates of
electrons and holes, respectively. For photon of
wavelength λ, the light generation probability in
section i is γ(λ)li exp(−γ(λ)xi), where γ is the
absorption coefficient of photon. This random
process can be well described by the N indepen-
dent Bernoulli trial [3]. If we take the generating
function as φi(t) for section i, we get the gain as

Gi = φ′
i(1) (1)

and its variance as
V ar(Gi) = φ′′

i (1)− φ′2
i (1) + φ′

i(1) (2)
The excess noise factor is

Fi = 1 +
V ar(Gi)

G2
i

(3)

For a pn junction formed in n-type silicon doped
with 1.3×1015cm−3 under a bias voltage of 202V,
the calculated spectral gain and excess noise
factor are shown in Fig. 1 and Fig. 2, respec-
tively. It is shown that shorter wavelengths have
higher gain and lower noise.

Low noise APD design and manufacture
To reduce the noise of the APD, it is important
to achieve a lower ratio of hole to electron ion-
ization rate, which means a lower electric field
strength for silicon. Combined with the require-
ment of low leakage current and high blue-violet
sensitivity, an n-type 3ohmcm (100) silicon wafer
is used. A shallow trench is introduced to reduce
possible edge breakdown and to achieve better
surface isolation. Furthermore, the top layers are
designed to realize antireflection and passivation
at the same time. The active area of the APD is
4.5mm × 4.5mm. Shallow pn junction is formed
by ion implantation.
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Fig. 1: The spectral gain characteristics of APD for a
bias voltage of 202V.

Fig. 2: The spectral excess noise factor
characteristics of APD for a bias voltage of 202V.

Characterisation

After prototyping, the devices are systematically
characterized. At low bias (20V), the dark current
is 0.3 to 0.5nA at room temperature. The gain
voltage relation for red and blue LEDs is shown
in Fig. 3. The spectral response measured
at bias voltage of 186V and 191V is shown in
Fig. 4. Characterization results showed that the
sensitivity in the blue-violet region is increased
with the peak sensitivity is at 400nm wavelength,
where the gain is 42 for a bias voltage of 210V.
The noise spectrum under red and blue LED illu-
mination is measured at a bias of 202V. The gain
and excess noise factor are shown in Tab.1. The
excess noise factor for blue light is 7.9. Com-
pared with Fig. 1 and Fig. 2, the agreement is
good. Small deviations may be due to the doping
concentration used and the spectral profile of the
LEDs.

Tab. 1: The gain and excess noise factor measured at
202V

LED Gain Excess noise factor
red 4.4 31.5
blue 26.2 7.9

Fig. 3: The gain voltage characteristics of APD for
two different LEDs with center wavelength 405nm
and 850nm.

Fig. 4: The gain spectral response characteristics of
APD for two bias voltages 186V and 191V.

Summary
A theoretical formalism for the optoelectrical
properties of APDs is developed, which can ef-
fectively support the design and optimization of
customer-specific APDs. A prototype of low-
noise APD with enhanced blue-violet sensitivity
is developed. The APDs have potential use in
the PET of nuclear medicine and electromag-
netic calorimeter of high-energy physics experi-
ment.
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Fig. 1: The spectral gain characteristics of APD for a
bias voltage of 202V.

Fig. 2: The spectral excess noise factor
characteristics of APD for a bias voltage of 202V.

Characterisation

After prototyping, the devices are systematically
characterized. At low bias (20V), the dark current
is 0.3 to 0.5nA at room temperature. The gain
voltage relation for red and blue LEDs is shown
in Fig. 3. The spectral response measured
at bias voltage of 186V and 191V is shown in
Fig. 4. Characterization results showed that the
sensitivity in the blue-violet region is increased
with the peak sensitivity is at 400nm wavelength,
where the gain is 42 for a bias voltage of 210V.
The noise spectrum under red and blue LED illu-
mination is measured at a bias of 202V. The gain
and excess noise factor are shown in Tab.1. The
excess noise factor for blue light is 7.9. Com-
pared with Fig. 1 and Fig. 2, the agreement is
good. Small deviations may be due to the doping
concentration used and the spectral profile of the
LEDs.

Tab. 1: The gain and excess noise factor measured at
202V

LED Gain Excess noise factor
red 4.4 31.5
blue 26.2 7.9

Fig. 3: The gain voltage characteristics of APD for
two different LEDs with center wavelength 405nm
and 850nm.

Fig. 4: The gain spectral response characteristics of
APD for two bias voltages 186V and 191V.

Summary
A theoretical formalism for the optoelectrical
properties of APDs is developed, which can ef-
fectively support the design and optimization of
customer-specific APDs. A prototype of low-
noise APD with enhanced blue-violet sensitivity
is developed. The APDs have potential use in
the PET of nuclear medicine and electromag-
netic calorimeter of high-energy physics experi-
ment.
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Summary: Within this work, we describe an interferometric fiber optic current sensor for the monitoring of geo-
magnetically induced currents in power grids. For the first time, the developed system is able to provide information
about the distribution of these currents on individual phases and lines on high-voltage potential. During preliminary
testing, a current sensitivity in the mA range was achieved. For in-field operation, the system was equipped with a
custom electronics unit to enable on-board data processing, data storage as well as remote data access.

Keywords: fiber optic current sensor, geomagnetically induced current, Faraday effect, Field Programmabable
Gate Array, power grid monitoring

Introduction
Monitoring the components of our electric power
system is of great significance in order to en-
sure proper functionality and network stability. In
particular, power transformers in the electric grid
are affected by low frequency, (quasi-)direct cur-
rents (LFCs), disturbing the operating point of
the device and causing half-cycle saturation as
well as increased heating and reactive power de-
mand. One well-known origin of LFCs is space
weather, where the interaction of charged solar
particles with the Earth’s magnetosphere leads
to so-called geomagnetically induced currents
(GICs) on ground level.
At the moment, GICs are only monitored in trans-
former neutral points [1] and there is no infor-
mation about their distribution on the grid’s three
phases and on individual lines, which would fa-
cilitate the choice of appropriate mitigation mea-
sures. While conventional current transform-
ers suffer from several shortcomings, fiber op-
tic current sensors (FOCS) based on the Fara-
day effect offer a practical solution for this task,
given their ability to simultaneously measure al-
ternating (ac) and direct (dc) currents with high
bandwidth as well as being galvanically sepa-
rated from the circuit, allowing their installation
on high-voltage potential [2]. A current-related
magnetic field in parallel to the propagation di-
rection of light in a dielectric medium will lead to
a rotation of the light’s plane of polarization. For
a closed fiber loop around a conductor, the re-
sulting phase shift can be described by

ϕ = V NI (1)

where the Faraday phase shift ϕ is directly pro-
portional to the current I through the Verdet con-
stant V of the material and N , the number of fiber
windings around the conductor.

Sensor setup
The used sensor setup (Fig. 1) is based on the
polarization-rotated reflection interferometer [3]
and exploits the non-reciprocity of the Faraday
effect. The relative phase shift ϕr between two
orthogonal light waves completing a forward and
backward travel in the system will then be four

Fig. 1: Optical sensor setup of FOCS:
SLD - superluminescent diode,
PM - polarization-maintaining fiber leads, λ/4 - fiber
quarter wave retarder, I - current-carrying conductor

times higher than described with (1).
Linear-polarized light from a superluminescent
diode (SLD) at 1550 nm with a bandwidth of
60 nm is used to equally excite both slow and
fast axis modes of a polarization-maintaining
(PM) fiber at a 45◦ splice point. A birefrin-
gent LiNbO3 phase modulator introduces a non-
reciprocal phase shift between the two axes. The
following PM fiber lead separates the two modes
beyond their coherence length to minimize cross-
coupling. A fiber λ/4 retarder transforms the
two orthogonal linear polarization modes into
left- and right hand circular polarizations, which
then acquire a non-reciprocal phase shift twice
caused by current’s magnetic field on their round
trip. Due to the interchange of polarization axes
at the mirror, the optical setup is reciprocal and
immune to perturbations experienced by both
modes. An ideal modulation is achieved, when
one full period of the sinusoidal modulation sig-
nal is equivalent to the time of flight for the light in
the interferometer. The Faraday phase shift can
then be inferred from the detected harmonics of
the modulation frequency [3]. On their return trip,
the two polarization modes are again mixed at
the first 45◦ splice, one axis is blocked by going
through Port 3 of the PM circulator and the op-
tical signal is sent to the electronics module for
signal processing.

The developed electronics module takes over
the entire data processing from initial detection,
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Fig. 2: Block diagram of electronic signal processing
and data storage for the installed FOCS system.

calculation as well as data storage. In a first
stage, the optical signal is converted into an
electrical signal by a photo diode and then am-
plified. The FPGA (Field Programmable Gate
Array) board contains an analog-to-digital con-
verter and calculates the Faraday phase shift ϕr.
Using a digital-to-analog converter, the LiNbO3
phase modulator is controlled. The FPGA chip
communicates via Ethernet with a commercial
data hub (Artemes GmbH, Austria), allowing
storage of data on a local hard disk drive and
remote access via OpenVPN.

Application
The developed system was tested in a laboratory
setting with a reference current source to deter-
mine its sensitivity regarding dc and ac, as well
as their superposition. A sensing head with a ra-
dius of R = 8 cm and N ≈ 150 achieved a dc
detection limit of around 0.2 A (Fig. 3). Measure-
ments at lower currents are affected by optical
noise and an imperfect λ/4 retarder. As demon-
strated in [4], a sinusoidal ac will show as a rec-
tified sensor signal and a superimposed dc will
lead to a shift of the ac peaks. For an ac signal
with Ipeak = 300 A, the standard deviation was
0.5 A, putting a limit on the detectable dc biases.

Fig. 3: Dc characteristic of developed FOCS from
0-1 A at room temperature: σ - standard deviation,
k-factor = 1

The FOCS was installed at an electrical sub-
station in Vienna, Austria. The optical elements
as well as the electronics module (casted area
in Fig. 1) were mounted in an electric cabinet
next to the transformer and are kept at a con-
stant temperature of 25◦ C. The fiber optic coil
was placed on one phase of the 220 kV side of a
Ynyn0 transformer. To fit the transformer turret,
a new sensing head with a radius of R = 24 cm

Fig. 4: Schematic of FOCS installation on one phase
of a 600 MVA Ynyn0 transformer and comparison to a
reference zero-flux GIC measurement system in the
transformer neutral point.

was constructed, resulting in N ≈ 50. A ref-
erence zero-flux current transducer measures
direct currents in the transformer neutral point
(Fig. 4).

Outlook
Given the current stage of the solar magnetic
activity cycle, a frequent occurrence of GICs in
the Austrian power grid with magnitude of sev-
eral amperes is expected. The installed fiber
optic sensor system will for the first time al-
low a direct measurement of GICs on the in-
dividual phases, and enable a comparison to
ongoing GIC measurements in the transformer
neutral point. The measurement campaign is
planned for several months with the goal of mon-
itoring the effects of geomagnetic storms on
the power grid. In a follow-up study, the pre-
sented sensor setup will be improved by correct-
ing temperature-induced performance variations
in the sensor signal caused by a temperature-
dependent Verdet constant and birefringence of
the sensing fiber and an imperfect λ/4 retarder.
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Fig. 2: Block diagram of electronic signal processing
and data storage for the installed FOCS system.

calculation as well as data storage. In a first
stage, the optical signal is converted into an
electrical signal by a photo diode and then am-
plified. The FPGA (Field Programmable Gate
Array) board contains an analog-to-digital con-
verter and calculates the Faraday phase shift ϕr.
Using a digital-to-analog converter, the LiNbO3
phase modulator is controlled. The FPGA chip
communicates via Ethernet with a commercial
data hub (Artemes GmbH, Austria), allowing
storage of data on a local hard disk drive and
remote access via OpenVPN.

Application
The developed system was tested in a laboratory
setting with a reference current source to deter-
mine its sensitivity regarding dc and ac, as well
as their superposition. A sensing head with a ra-
dius of R = 8 cm and N ≈ 150 achieved a dc
detection limit of around 0.2 A (Fig. 3). Measure-
ments at lower currents are affected by optical
noise and an imperfect λ/4 retarder. As demon-
strated in [4], a sinusoidal ac will show as a rec-
tified sensor signal and a superimposed dc will
lead to a shift of the ac peaks. For an ac signal
with Ipeak = 300 A, the standard deviation was
0.5 A, putting a limit on the detectable dc biases.

Fig. 3: Dc characteristic of developed FOCS from
0-1 A at room temperature: σ - standard deviation,
k-factor = 1

The FOCS was installed at an electrical sub-
station in Vienna, Austria. The optical elements
as well as the electronics module (casted area
in Fig. 1) were mounted in an electric cabinet
next to the transformer and are kept at a con-
stant temperature of 25◦ C. The fiber optic coil
was placed on one phase of the 220 kV side of a
Ynyn0 transformer. To fit the transformer turret,
a new sensing head with a radius of R = 24 cm
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Summary:

Optical elements with freeform surfaces open new degrees of freedom in the design of optical sys-
tems. Reliable measurement of shape is challenging, specially in case of strongly curved ones. A real-
ization of deflectometry, Experimental Ray Tracing, has proven to measure those surfaces with high 
accuracy. A crucial step is integration of measured gradients from sampled and noisy data. A model 
based method for surface reconstruction based on Radial Basis Functions (RBF) using non-linear 
optimization is presented and compared to a new machine learning based RBF-Network approach. 

Keywords: Freeform measurement, Deflectometry, Radial Basis Function (RBF), Radial Basis Func-
tion Network (RBFN), Experimental Ray Tracing (ERT)

Background and Motivation

In  last  decade,  freeform  surfaces  on  optical 
components have proven ability to reduce aber-
rations,  size  and weight  of  imaging  and non-
imaging optical systems [1]. While specific free-
forms like aspheres already are measured with 
high  accuracy,  those  with  strong  deviations 
from spherical or flat shape are still challenging 
[2,3]. Gradient based measurement techniques 
measure surface slopes instead of  height,  re-
ducing complexity of  setup and need for high 
dynamic range of sensor, but demand intensive 
post processing for surface reconstruction [4,5].

One of those, Experimental Ray Tracing (ERT), 
determines  the  direction  change  of  a  narrow 
beam passing an optical  element.  In previous 
work,  method  and  setup  to  realize  ERT  for 
measurement of  reflective surfaces was intro-
duced and uncertainties were discussed [6]. 

Method

Here, we present the model-based reconstruc-
tion approach used, enforcing integrability and 
using integration of RBF by non-linear optimiza-
tion and compare this to a new approach based 
on RBFNs.

The setup is sketched in  Fig. 1. For measure-
ment, the incident ray  is directed to the sur𝑖𝑖 -
face under test (SUT) and reflected, with new 
direction r depending on  and surface normal 𝑖𝑖 g 
at the point of reflection. Those vectors can be 
represented by direction vectors,  and point  of 
intersection by its position vector. Sampling the 

area A of SUT, one can derive surface normals 
in intersection points of area of interest A by 

In Fig.1, relevant coordinate systems CS are 
introduced. Those are the CS of incident ray 
with the basis  describing vectors ℐ i , r, g, the

CS Camera  describing intensity distributions 𝒞𝒞
on sensor, CS of Measurement plane  identiℳ -
fying the direction of the sampling of the SUT, 
and CS of SUT with the basis  and axes , ,𝒮𝒮 𝒮𝒮 𝒮𝒮  

, describing the model function of SUT with 𝑧𝑧
height

 = ( ): 𝑧𝑧 𝑧𝑧 𝑧𝑧 𝑧2 → , with  = ( , )𝑧 𝑧𝑧 𝒮𝒮 𝒮𝒮 𝑇𝑇      (1)∈ 𝑨𝑨

Necessary  coordinate  transformation  between 
CS is eased by homogeneous coordinates [7]. 

Fig. 1: Symbolic measurement setup. Device under 
test in grey, investigated area  in blue. Incident𝑨𝑨  
ray , reflected ray r.𝑖𝑖
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The surface normals are determined in CS ,𝒞𝒞  
resulting  in  a  surface  normal  at  position  𝒙𝒙i

as 𝒈𝒈𝑖𝑖
𝒞𝒞.  Having all sample points acquired, nor-

mals are transferred into the CS . From norℳ -
mal’s slopes a gradient field in CS  is derived.𝒞𝒞  
For  numerical  integration,  a  model  of  surface 
using RBS (Wendland functions) is used, with 
number of RBFs beeing identical to number of 
sample points and centers located in the mea-
surement positions  𝒙𝒙i.  Derivatives of RBF are 
fitted to measured gradients. Due to uncertain-
ties and noise, an additional nonlinear optimiza-
tion step is  necessary.  Flow of  reconstruction 
process is depicted in Fig. 2. 

The second method uses supervised learning 
for  reconstruction.  A  “Growing  and  Pruning” 
RBFN  was  implemented,  which  uses  deriva-
tives of the Wendland function as a basis, see 
Fig. 3. That approach promises a reduction of 
compute time and memory, since model is opti-
mized continuously by new measurement data. 

Results

The  reconstruction  methods  were  applied  in 
simulation as well as in measurement. For com-
parison reasons, here the outcome of simulated 
measurement of a “Franke-surface” is presen-
ted, see  Fig. 4 and  5. The surface was evalu-
ated using nonlinear optimization and integra-
tion (compare  Fig. 2)  as well  as using super-
vised  learning  with  RBFN  approach  (Fig.  3). 
Both methods result in extremely small  devia-
tions. The optimization method also proved its 
performance with real live data.

Tab. 1: Comparison of reconstruction performance.

Method RMS/normalized t/s

Integration 2.560e-4 126.312

RBFN 8.623e-6 42.583

Conclusion

Two model-based techniques for reconstruction 
of  freeform  surfaces  from  gradient  data  are 
compared. In simulation, data-driven RBFN out-
performs  integration  method  especially  in  re-
gard of processing time, but performance in real 
measurement has to be investigated further.
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Fig. 2: Flowchart of the 
reconstruction process.

Fig. 3: Schematic Architec-
ture for the RBF Network. Φx 

und Φy are derivatives of 
RBFs in x- and y-direction, ci 

denotes i-th center position, 
p and q are the measured 
gradients in x and y direction 
and ŝ are the approximated 
gradients in x and y direction.

Fig. 4: Plots presenting a) the reconstructed “Franke” 
surface and b) its deviation from the surface model 
using RBF integration .

Fig. 5:  Comparison of reconstruction using a) least-
square RBFN and b) integration of RBF.
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The surface normals are determined in CS ,𝒞𝒞
resulting in a surface normal at position 𝒙𝒙i

as 𝒈𝒈𝑖𝑖
𝒞𝒞.  Having all sample points acquired, nor-

mals are transferred into the CS . From norℳ -
mal’s slopes a gradient field in CS is derived.𝒞𝒞
For numerical integration, a model of surface
using RBS (Wendland functions) is used, with
number of RBFs beeing identical to number of
sample points and centers located in the mea-
surement positions 𝒙𝒙i.  Derivatives of RBF are
fitted to measured gradients. Due to uncertain-
ties and noise, an additional nonlinear optimiza-
tion step is necessary. Flow of reconstruction
process is depicted in Fig. 2. 

The second method uses supervised learning
for reconstruction. A “Growing and Pruning”
RBFN was implemented, which uses deriva-
tives of the Wendland function as a basis, see
Fig. 3. That approach promises a reduction of
compute time and memory, since model is opti-
mized continuously by new measurement data.

Results

The reconstruction methods were applied in
simulation as well as in measurement. For com-
parison reasons, here the outcome of simulated
measurement of a “Franke-surface” is presen-
ted, see Fig. 4 and 5. The surface was evalu-
ated using nonlinear optimization and integra-
tion (compare Fig. 2) as well as using super-
vised learning with RBFN approach (Fig. 3).
Both methods result in extremely small devia-
tions. The optimization method also proved its
performance with real live data.

Tab. 1: Comparison of reconstruction performance.

Method RMS/normalized t/s

Integration 2.560e-4 126.312

RBFN 8.623e-6 42.583

Conclusion

Two model-based techniques for reconstruction
of freeform surfaces from gradient data are
compared. In simulation, data-driven RBFN out-
performs integration method especially in re-
gard of processing time, but performance in real
measurement has to be investigated further.
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Summary: This paper presents the integration of OPC UA as a communication protocol in a wireless sensor
network and the associated companion specifications as a semantic template for an information model. The Cyber
Physical Finite Element Sensor Network (CPFEN) for Shape Measurements, a distributed wireless system, uses
IO-Link Wireless for data transmission at the sensor level, OPC UA provides a unified interface for data access,
configuration, monitoring, and calibration tailored to the needs of the CPFEN for all level above. This opens up
additional possibilities, such as integrated quality assurance or creating a digital twin, while improving scalability.

Keywords: Sensor Network, IO-Link Wireless, OPC UA, Information Model, Shape Measurement

Motivation
The Cyber Physical Finite Element Sensor Net-
work (CPFEN) for Shape Measurements pro-
posed in [1] is a new approach addressing the
challenges of precise real-time shape monitoring
in industrial applications. It uses a network of in-
terconnected sensor nodes like a finite element
grid attached to the surface, enabling the contin-
uous measurement of shape and deformation in
large structures, as depicted in Fig. 1. This capa-
bility is critical for applications such as manufac-
turing process control and structural health mon-
itoring. In this network, IO-Link Wireless (IOLW)
connects sensor nodes to the Wireless-Master
(W-Master), enabling the transmission of mea-
surement data without the need for physical ca-
bling. IOLW also enables centralized handling
of calibration, configuration, and extended diag-
nostic data [2]. For higher-level communications,
OPC UA provides a unified interface as com-
munication framework. It extends across multi-
ple W-Masters to the central measurement com-
puter. A customized OPC UA information model
is used to meet the specific requirements of the
CPFEN. It provides a semantic structure for or-
ganizing sensor data, enabling monitoring, while
ensuring easy scalability and remote configura-
bility. This customization enables the integration
of applications such as predictive maintenance
and process optimization.

Architecture and Sensor Information Model
The structure of the CPFEN, described from
the lowest to the highest level, consists of up
to 40 sensor nodes per IOLW W-Master. The
W-Master is implemented on a TI TMDS64EVM
evaluation board and provides dedicated cores
for real-time processing of IOLW and sufficient
processing power for communication applica-
tions such as OPC UA implemented on a non-

Fig. 1: Sensor network attached to the surface of a
large structure.

real-time Linux [3]. In this configuration, the com-
munication application based on the Open62541
stack serves as a gateway, providing both, the
OPC UA server functionality and the ”Standard-
ized Master Interface” of IOLW on the same net-
work interface. In the subsequent layer, multiple
W-Masters can be connected to a control and
measurement computer via Ethernet or a cor-
responding wireless alternative such as 5G [4].
The sensor density is only limited by the capa-
bility of an IOLW cell, defined by the specifica-
tion [5], which allows up to three W-Masters with
120 corresponding sensor nodes within a 10 m
cell. A customized OPC UA information model,
based on the ”OPC UA for IO-Link Devices and
IO-Link Masters” specification [6], is adapted for
the sensors of the CPFEN and the wireless multi-
sensor system architecture. It comprises three
key elements: firstly, sensor data of each node
for easy access and integration; secondly, con-
figuration and calibration parameters for central-
ized control of settings; and thirdly, diagnos-
tic data for monitoring the sensor health and
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communication status. The information model
provides a flexible and scalable structure that
allows efficient expansion and integration with
higher-level applications such as quality assur-
ance. Fig. 2 illustrates the mapping of the pro-
cess input and output data to the correspond-
ing physical measurement value, which reflects
the sensor node structure as a representative of
the other aspects mentioned. The sensor nodes
consist of a central sensor probe with an acceler-
ation sensor (index 0) and up to six mechanical
interconnecting rods, each of which has an ac-
celeration sensor and a distance measurement,
of which up to three can be assigned to a node
for the data connection (index i 1 to 3).

Fig. 2: Information model for the
SensorNodeDeviceType according to [6].

Conclusion
The integration of OPC UA with IOLW in the
CPFEN provides a modern architecture for pre-
cise wireless shape monitoring in industrial
applications. OPC UA and the information
model adapted to the CPFEN enable standard-
ized communication, configuration and diagnos-
tic handling and facilitate the deployment of the
flexible sensor network in large structures. A
promising direction for future research is to im-
prove the real-time capabilities of OPC UA, as in-
vestigated by Pfrommer et al. [7]. They showed
that OPC UA PubSub in combination with TSN
can meet the demanding real-time requirements
in industrial environments, which is also in line
with the OPC UA Field eXchange specifications.

Time-sensitive applications, such as dynamic
condition monitoring of structures, automated
quality control, or simply shorter process cycles
and therefore also faster production, could be el-
evated by improved temporal precision and re-
duced latency. Enriching measurement data with
semantics is an enabler for digital twin model-
ing, rapid integration, and new business models.
Rentschler and Drath emphasized the use of Au-
tomationML [8], while the similar approach with
OPC UA also includes the communication proto-
col, and digital semantic models are largely con-
vertible.
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Summary: In recent years, as measurement processes have grown increasingly complex, curve fitting has become
a vital tool for aligning theoretical models with observed data. As instrumentation improves, previously overlooked
uncertainties must now be addressed for more precise measurements. Uncertainties as well as correlation in both
dependent and independent variables should be taken into account. This is illustrated by applying the algorithm
OEFPIL to the determination of the internal resistance of an AC source from its loading characteristics.

Keywords: curve fitting, errors-in-variables

Background, Motivation and Objective
Modern metrology extensively uses curve fit-
ting, with non-linear least squares (NLS) being
the most common method, although it assumes
negligible uncertainties in the independent vari-
able and no data correlation. Errors-in-variables
(EIV) addresses these limitations by symmetri-
cally treating uncertainties in both variables as
well as taking into account possible correlations.
Several approaches can be found in literature
e.g. [1, 2, 3] which implement different meth-
ods for the estimation of the covariance ma-
trix of the fitted parameters, The Monte Carlo
method (MCM) constitutes yet another alterna-
tive for the uncertainty estimation. For some
of the approaches software implementations are
available, e.g. [2, 3] although neither one of them
is fully general. In this contribution we present
a method named Optimum Estimate of Function
Parameters by Iterated Linearization (OEFPIL),
which allows a general covariance matrix of the
input variables as well as a general function of
an arbitrary number of variables, both in implicit
and explicit form, and illustrate its use by deter-
mining the internal resistance of an AC voltage
source from its load characteristics. The inter-
nal resistance of the source must be known with
high accuracy as it is needed for measurements
with different voltmeters.

Method
OEFPIL is based on iterative linearizations of the
EIV model with nonlinear parameter constraints
specified in implicit form written as

X = β + ϵ, f(µ, β) = 0. (1)

Here, X is the vector of direct measurements, µ
the (unknown) expectations of X, β the unknown
parameters and ϵ the measurement errors. The
expectation value of the measurement errors is
assumed to be zero and their covariance matrix

is assumed to be known. The constraint f is a
general, continuous vector function. In terms of
curve fitting, β corresponds to the parameters of
the fitted curve, X to the input variables xi and yi
and f is the function to be fitted (in implicit form).
If the constraint is linear in the form of

B1µ+B2β + b = 0 (2)

the estimates of the parameters β and measure-
ments µ can be found using Best Linear Unbi-
ased Estimation (BLUE) [4] as:

β̂ = −UB1
TQ11b+

(
I−UB1

TQ11B1

)
X

(3)
µ̂ = Q21b−Q21B1X, (4)

where I is a unit matrix and the matrices Qij are
blocks of the matrix Q defined as

Q =

(
Q11 Q12
Q21 Q22

)
=

(
B1UBT

1 B2

BT
2 0

)−1

. (5)

If the constraint is nonlinear we iteratively lin-
earize it at specific values µ0 and β0 and ap-
ply the BLUE procedure at each of these steps.
Iteration is stopped when a specified criterion,
such as the relative change in the parameter es-
timates, is met within a pre-defined tolerance.

Results
We shall demonstrate the use of OEFPIL on
the determination of the internal resistance of
an AC voltage source (SineWaveGenerator by
CMI) from its load characteristic. The SWG was
subjected to various loads by adding loading re-
sistance Rs, and the resulting voltage drop on
the output terminals was measured. Commer-
cially available component resistors were used
as the load. The output voltage was measured
using a programmable josephson quantum stan-
dard (PJVS), which operated in the mode of an
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Fig. 1: Graph of relationship between the voltage
measured by the PJVS and the applied load,
including expanded uncertainties and bands.

AC quantum voltmeter. The PJVS itself intro-
duces a load on the measured source through
input impedance, Rd, of the sampling card (part
of PJVS), so the total load on the SWG is the par-
allel combination of Rs and Rd. The SWG was
modeled as a combination of an ideal voltage
source Us and the internal resistance Rs. The re-
lationship between the voltage measured by the
PJVS UPJVS and the load Rl can be expressed
as

UPJVS = UsRl/ (Rl +Rs) (6)
where Us and Rs are the voltage and internal re-
sistance of the source and the total load Rl is
given by the parallel sum of the input impedance
of the sampling card Rd and the resistance of the
component resistor Rs as R−1

l = R−1
s +R−1

d .
The uncertainties in the measured data arise
from the calibration of the resistors, the estima-
tion of the input impedance of the card based
on literature, and the measurement of the AC
voltage using the PJVS. An interesting question
is the correlation of the data. Since we mea-
sure all voltage values with the same instrument,
we can expect some correlation between them.
The same holds for the resistance. However,
the exact quantification remains an open ques-
tion. In order to assess the effect correlation has
on estimates and their uncertainties we consid-
ered constant correlation coefficients between
any pair of resistances (denoted as ρR and any
pair of voltage (denoted as ρV). Voltage and
resistance values were assumed to be uncorre-
lated because of different traceability chains.

The data were fitted by OEFPI to the function
(6). The fitted curve including expanded uncer-
tainty bands is shown in Fig. 1. We verified the
correspondence between the results obtained by
OEFPIL and Monte Carlo method and found ex-
cellent agreement, see 1. It can be also seen
that difference between NLS and OEFPIL with-
out correlations is neglectable. The correlation
between data obviously has a noticeable impact
on the uncertainties whereas its effect on the es-
timated values is within error margins. This can
be further elaborated creating maps for both es-
timated values as well as their uncertainties by

Rs/mΩ u(Rs)/mΩ

NLS 8.79364 0.148
OEFPIL (uncorr.) 8.79616 0.164

MC (uncorr.) 8.79636 0.164
OEFPIL (corr.) 8.79600 0.053

MC (corr.) 8.79619 0.053

Tab. 1: Internal resistance of the source obtained
different fitting procedures: NLS, OEFPIL and Monte
Carlo without correlations and OEFPIL and Monte
Carlo with strong correlation ρR = ρV = 0.9.

Fig. 2: Map of source resistance uncertainty
depending on the correlation coefficients for voltage
and resistance.

varying the correlation coefficients. An example
of such a map for the uncertainty of the resis-
tance of the source is shown in fig. 2.

Conclusions
The use of OEFPIL has been illustrated on the
determination of the internal resistance of an AC
source. Uncertainty maps for different correla-
tion assumptions can help to assess the impact
of the correlation on the results.
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ments with the example of the tilted-wave interferometer
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Summary:
This paper uses virtual experiments to present a simplified uncertainty analysis for non-linear measurement meth-
ods. For these, the dependencies of the measured value on the uncertainty sources can often be regarded as 
sufficiently linear. This statement is examined for the example of a complex optical application based on the simpli-
fied version of the tilted-wave interferometer (TWI) by comparing the results of a simplified uncertainty evaluation 
with those of a Bayesian reference method.

Keywords: Uncertainty Evaluation, Virtual Experiments, Tilted-Wave Interferometer, Bayes, GUM,
SimOptDevice

Bayesian uncertainty analysis (reference 
method)
In [1], a method for calculating the uncertainty for the 
TWI using virtual experiments (VEs) was presented.
The Bayesian method described there includes an ap-
proximation, which leads to a Monte Carlo sampling 
procedure. For each sampling step, a call to the VE of 
the TWI is required, and a high-dimensional regres-
sion problem is solved.

Figure 1: VE: Tilted-wave interferometer (left) and its 
simulated interferograms (right), (from [2], CC BY 4.0).

The VE of the TWI, as seen in Figure 1, includes a 
physical modelling of the measurement using ray trac-
ing by SimOptDevice [2] up to the generation of the 
measurement data (interferograms). 

The subsequent data analysis, with the aim of recon-
structing the form of a sphere-, asphere- or freeform 
surface, again calls to the VEs in the context of a non-
linear inverse problem.

Using the Bayesian uncertainty evaluation in [1], the
point-wise standard uncertainty shown in Figure 2 was 
obtained for the polynomial fit (intermediate recon-
struction step).

Figure 2: Point-wise standard uncertainty for the inter-
mediate reconstruction step using the Bayesian 
method from [1].

Consideration of the uncertainty sources as 
linear 
The GUM [3] serves as the de facto standard for un-
certainty evaluation in metrology, and it propagates 
the uncertainties associated with the so-called input 
quantities to the quantity of interest, i.e. the measur-
and. Often a linearisation of this relationship is suffi-
cient to provide an adequate uncertainty evaluation.
An uncertainty evaluation using the linearised model 
and the "Law of propagation of uncertainty" (LPU) also 
requires the determination of the sensitivities or gradi-
ents of the VE. However, whether such a linearisation 
is sufficient or not needs to be checked.

Determination of the gradients for the sources of 
uncertainty using VEs

In the TWI, the VE is embedded in the measurement 
data reconstruction process. As a result, the VE mod-
els a physical-technical state in silico, in which the de-
viations from the real measured values (interfero-
grams) have to be minimised within a numerical opti-
misation arising from an inverse problem.
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The VE can then represent the dependencies be-
tween the actual measurand and the input quantities. 
In the linearised form, gradients can be calculated nu-
merically by varying the input quantities and repeating 
the VE. SimOptDevice [2], a library for optical simula-
tions, is also able to output these gradients analytically 
[4]. This is used to calculate the dependencies of op-
tical elements or element groups regarding input 
quantities such as positioning or direction. 

The basis for this is the change in the optical path 
length 𝑂𝑂𝑂𝑂𝑂𝑂 with respect to the position of the surface  
𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕 = 𝑛𝑛𝑜𝑜𝑒𝑒𝑜𝑜 − 𝑛𝑛𝑖𝑖𝑒𝑒𝑖𝑖, where 𝑒𝑒𝑜𝑜,𝑒𝑒𝑖𝑖 are the direction vec-
tors of the beam and 𝑛𝑛𝑜𝑜, 𝑛𝑛𝑖𝑖 are the refractive indices 
of the media before and after the surface, respectively 
[4]. The chain rule could also be used here to analyse 
dependencies on other quantities such as lens radii, 
directions, etc. [4].  

Linearisation of the VE 
After exporting the above sensitivities for the meas-
urement, a linear model can be created:  

𝑥𝑥 = 𝐺𝐺(𝑦𝑦, 𝑧𝑧, 𝜖𝜖) ≈ 𝐴𝐴𝑌𝑌𝑦𝑦 + 𝐴𝐴𝑍𝑍𝑧𝑧 + 𝜖𝜖       (1) 

𝑥𝑥 is the measurement data generated by the virtual or 
real experiment 𝐺𝐺(𝑦𝑦, 𝑧𝑧, 𝜖𝜖), 𝑦𝑦 is a value for the measur-
and 𝑌𝑌, and 𝜖𝜖 is a realization of observation noise, mod-
elled as multivariate Gaussian distributed with covari-
ance 𝜎𝜎2𝐼𝐼. The value 𝑧𝑧 of a quantity 𝑍𝑍 represents addi-
tional input quantities that affect the measurement. 
With the TWI, 𝑥𝑥 corresponds to the optical path length 
differences, which are simulated using the model or 
calculated accordingly from the measurement data. 

In the simplified model (1), the matrices 𝐴𝐴𝑌𝑌 and 𝐴𝐴𝑍𝑍 rep-
resent the linear dependence of the measured value 
with respect to the measurand 𝑌𝑌 and the additional in-
put quantities 𝑍𝑍. In the simplified TWI, 𝑌𝑌 denotes the 
difference to the known design topography as well as 
the lateral position of the specimen. 𝑍𝑍 contains, for ex-
ample, the positioning of the specimen along the opti-
cal axis and its tilt.  

With consideration to (1), a possible approach for the 
linear reconstruction of the measurand 𝑌𝑌 and for set-
ting up a measurement model according to GUM is as 
follows: 

𝑌𝑌 = 𝐴𝐴𝑌𝑌
−1(𝑋𝑋 − 𝐴𝐴𝑧𝑧𝑍𝑍)  (2) 

Uncertainty according to GUM using LPU 
According to GUM, the covariance 𝑉𝑉 of the measur-
and 𝑌𝑌 can be determined with linear propagation using 
the following formula. 

𝑉𝑉 = 𝐽𝐽𝐽𝐽𝐽𝐽𝑇𝑇        (3) 

Here, 𝐽𝐽 is the derivative of (2) with respect to 𝑋𝑋 and 𝑍𝑍, 
such that 

𝐽𝐽 = [𝐴𝐴𝑌𝑌
−1 −𝐴𝐴𝑌𝑌

−1𝐴𝐴𝑍𝑍]           (4) 

and U is set up as follows: 

𝐽𝐽 = [𝐽𝐽𝑥𝑥 0
0 𝐽𝐽𝑍𝑍

] .   (5) 

Here, 𝐽𝐽𝑋𝑋 = 𝜎𝜎2𝐼𝐼 is the assumed covariance of the 
measurement data and 𝐽𝐽𝑍𝑍 denotes the covariance of 
the additional quantities 𝑍𝑍. 

Applying this method to the analogue setting from [1], 
the point-wise standard uncertainty is obtained for the 
greatly simplified TWI method. If this result is com-
pared with the corresponding case of the Bayesian 
method [1], it becomes clear that the uncertainty eval-
uation method presented here adequately replicates 
the Bayesian method. Furthermore, regarding compu-
tation time, the method presented here took signifi-
cantly less time to achieve adequate results, which 
renders the usage in live applications much more fea-
sible. 

Figure 3: Point-wise standard uncertainty for the inter-
mediate reconstruction step using the linearised 
model around the measured value. 

Conclusion 
We demonstrated for the example of the TWI that the 
uncertainty evaluation with a linear approximation of 
the influence of the input quantities essentially corre-
sponds to that of a Bayesian reference method. The 
calculation of the linearised approach is significantly 
less time-consuming as Monte Carlo analyses with 
VEs are not required.  
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The VE can then represent the dependencies be-
tween the actual measurand and the input quantities. 
In the linearised form, gradients can be calculated nu-
merically by varying the input quantities and repeating
the VE. SimOptDevice [2], a library for optical simula-
tions, is also able to output these gradients analytically
[4]. This is used to calculate the dependencies of op-
tical elements or element groups regarding input
quantities such as positioning or direction.

The basis for this is the change in the optical path
length 𝑂𝑂𝑂𝑂𝑂𝑂 with respect to the position of the surface
𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕 = 𝑛𝑛𝑜𝑜𝑒𝑒𝑜𝑜 − 𝑛𝑛𝑖𝑖𝑒𝑒𝑖𝑖, where 𝑒𝑒𝑜𝑜,𝑒𝑒𝑖𝑖 are the direction vec-
tors of the beam and 𝑛𝑛𝑜𝑜, 𝑛𝑛𝑖𝑖 are the refractive indices
of the media before and after the surface, respectively
[4]. The chain rule could also be used here to analyse
dependencies on other quantities such as lens radii,
directions, etc. [4]. 

Linearisation of the VE
After exporting the above sensitivities for the meas-
urement, a linear model can be created:

𝑥𝑥 = 𝐺𝐺(𝑦𝑦, 𝑧𝑧, 𝜖𝜖) ≈ 𝐴𝐴𝑌𝑌𝑦𝑦 + 𝐴𝐴𝑍𝑍𝑧𝑧 + 𝜖𝜖 (1)

𝑥𝑥 is the measurement data generated by the virtual or
real experiment 𝐺𝐺(𝑦𝑦, 𝑧𝑧, 𝜖𝜖), 𝑦𝑦 is a value for the measur-
and 𝑌𝑌, and 𝜖𝜖 is a realization of observation noise, mod-
elled as multivariate Gaussian distributed with covari-
ance 𝜎𝜎2𝐼𝐼. The value 𝑧𝑧 of a quantity 𝑍𝑍 represents addi-
tional input quantities that affect the measurement.
With the TWI, 𝑥𝑥 corresponds to the optical path length
differences, which are simulated using the model or
calculated accordingly from the measurement data.

In the simplified model (1), the matrices 𝐴𝐴𝑌𝑌 and 𝐴𝐴𝑍𝑍 rep-
resent the linear dependence of the measured value
with respect to the measurand 𝑌𝑌 and the additional in-
put quantities 𝑍𝑍. In the simplified TWI, 𝑌𝑌 denotes the 
difference to the known design topography as well as
the lateral position of the specimen. 𝑍𝑍 contains, for ex-
ample, the positioning of the specimen along the opti-
cal axis and its tilt.

With consideration to (1), a possible approach for the
linear reconstruction of the measurand 𝑌𝑌 and for set-
ting up a measurement model according to GUM is as
follows:

𝑌𝑌 = 𝐴𝐴𝑌𝑌
−1(𝑋𝑋 − 𝐴𝐴𝑧𝑧𝑍𝑍) (2)

Uncertainty according to GUM using LPU
According to GUM, the covariance 𝑉𝑉 of the measur-
and 𝑌𝑌 can be determined with linear propagation using 
the following formula.

𝑉𝑉 = 𝐽𝐽𝐽𝐽𝐽𝐽𝑇𝑇 (3)

Here, 𝐽𝐽 is the derivative of (2) with respect to 𝑋𝑋 and 𝑍𝑍,
such that

𝐽𝐽 = [𝐴𝐴𝑌𝑌
−1 −𝐴𝐴𝑌𝑌

−1𝐴𝐴𝑍𝑍] (4)

and U is set up as follows:

𝐽𝐽 = [𝐽𝐽𝑥𝑥 0
0 𝐽𝐽𝑍𝑍

] . (5)

Here, 𝐽𝐽𝑋𝑋 = 𝜎𝜎2𝐼𝐼 is the assumed covariance of the 
measurement data and 𝐽𝐽𝑍𝑍 denotes the covariance of
the additional quantities 𝑍𝑍.

Applying this method to the analogue setting from [1],
the point-wise standard uncertainty is obtained for the
greatly simplified TWI method. If this result is com-
pared with the corresponding case of the Bayesian
method [1], it becomes clear that the uncertainty eval-
uation method presented here adequately replicates
the Bayesian method. Furthermore, regarding compu-
tation time, the method presented here took signifi-
cantly less time to achieve adequate results, which
renders the usage in live applications much more fea-
sible.

Figure 3: Point-wise standard uncertainty for the inter-
mediate reconstruction step using the linearised 
model around the measured value.

Conclusion
We demonstrated for the example of the TWI that the 
uncertainty evaluation with a linear approximation of
the influence of the input quantities essentially corre-
sponds to that of a Bayesian reference method. The 
calculation of the linearised approach is significantly
less time-consuming as Monte Carlo analyses with
VEs are not required.
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Summary: A novel tracking algorithm for high-speed object tracking using event-based Vision (EBV) sensors and
binary frame representation is presented. The method transforms sparse event data into binary frames, enabling
precise and robust particle tracking at 2 kHz frequency by combining correlation-based matching and center of
gravity alignment.
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Introduction

This work is based on two key design elements:
the use of Event-Based Vision sensors for high-
speed tracking, and the representation of events
through binary frames.
Event-Based Vision (EBV) sensors represent a
promising new paradigm in the field of computer
vision, offering high temporal resolution and low
latency. These characteristics make EBV sen-
sors particularly well-suited for tracking rapid
movements. This paper presents a real-time, ro-
bust tracker that processes event data using bi-
nary frames, demonstrating its potential in appli-
cations such as bulk material sorting, where pre-
cise object tracking is crucial for pneumatic actu-
ator control.
The proposed tracker operates at 2 kHz, enabling
precise tracking of particle trajectories in real-
time. This performance level is challenging to
achieve with conventional frame-based camera
sensors due to limitations in costs, latency, and
algorithm runtime. For comparison, the work of
Maier et al. [1] utilizes conventional industrial-
grade frame cameras, achieving only a 93Hz
tracking frequency. By leveraging the properties
of EBV sensors, our approach overcomes these
constraints, offering a significant advancement in
high-speed object tracking. Moreover, there is
potential to further increase the sampling rate if
required for specific applications.
While existing event-based tracking literature,
exemplified by Barranco et al. [2], focuses on di-
rect sparse event processing, our work presents
a paradigm shift through binary frame repre-
sentation. The sparse spatio-temporal nature
of event data poses significant challenges for
classical computer vision algorithms, particularly
in real-time scenarios with time-dependent data
volumes. Our approach strikes a balance by
generating binary frames that efficiently cap-
ture relevant information. These binary frames
enable efficient morphological operations, sup-

port compression techniques like RLE and CSR,
and minimize storage requirements through their
boolean representation. This allows high frame
rates and therefore a small but inherent loss in
temporal resolution.

Method
Our tracking algorithm combines correlation-
based matching to estimate object displacement
with center of gravity alignment to refine track-
ing by maintaining the object’s position within the
reference frame. The method assumes a known
initial position ξt0,p and reference frame rt0,p con-
taining the tracking object, which in the context of
bulk material sorting can be determined when a
particle crosses a predefined boundary region in
the direction of motion. The algorithm operates
on binary frames accumulated over a fixed time
interval τ . This accumulation period also defines
the tracking frequency, as each new frame trig-
gers a new iteration. This dual-step process is
executed in parallel for each polarity p individu-
ally, providing shifts in both x and y directions.

Binary Frame Generation Binary frames are
generated through temporal accumulation of the
event stream. For each pixel location (x, y) and
polarity p ∈ {+,−}, events are accumulated
over a time window τ , resulting in binary frames
bt,p(x, y) defined as:

bt,p(x, y) =

{
1 if ∃e(x, y, t, p) in [t, t+ τ ]
0 otherwise (1)

where e(x, y, t, p) represents an event at posi-
tion (x, y) with polarity p at time t. This re-
sults in two separate binary frames bt,+(x, y)
and bt,−(x, y) for positive and negative events
respectively. The accumulation time τ is a crucial
parameter that needs to balance two competing
requirements: it should be large enough to cre-
ate coherent structures in the binary frames, yet
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small enough to maintain sufficient temporal res-
olution for the tracking task. In our implemen-
tation, we set τ = 500 µs to achieve a tracking
frequency of 2 kHz.

Correlation-based Shift We compute the cor-
relation map ct,p by correlating the reference
frame rt−1,p with a constrained region b̃t,p of
bt,p. This region is delimited around ξt−1,p, ex-
tending d pixels beyond the size of rt−1,p to cap-
ture the maximum expected particle displace-
ment during τ , thereby reducing computational
complexity significantly.

ct,p = rt−1,p ⋆ b̃t,p (2)

The correlation-based shift δcorrt,p is then deter-
mined by:

δcorrt,p = argmax(ct,p)− C(b̃t,p) (3)

where C represents the geometric center opera-
tion. Note, that C(b̃t,p) is equivalent to ξt−1,p but
referenced in the local coordinate system of b̃t,p

instead of the global coordinate system.

Center of Gravity Alignment Now, we extract
an expanded preliminary reference frame r̃t,p
centered at the shifted position ξt−1,p+δcorrt,p . The
second shift δgravt,p is computed as:

δgravt,p = CoG(r̃t,p)− C(r̃t,p) (4)

where CoG represents the center of gravity cal-
culation. The actual reference frame rt,p is then
cut out of r̃t,p w.r.t δgravt,p . This centering adjust-
ment maintains the tracked particle within the ref-
erence frame, enhancing robustness by prevent-
ing positional drift across iterations. Morpholog-
ical filtering of each reference frame enhances
robustness against noise.

Final Position Estimation The total shift per
iteration and polarity is δt,p = δcorrt,p + δgravt,p , yield-
ing the next point ξt,p = ξt−1,p+δt,p. Robustness
is enhanced further by independent processing
of positive and negative events, creating redun-
dancy in the tracking process. The final object
position is determined by ξt =

ξt,++ξt,−
2 where

ξt,+ and ξt,− represent the positions obtained
from positive and negative events, respectively.

Results
The proposed tracking algorithm has been tested
with numerous particle trajectories. Our experi-
ments demonstrate the method’s robustness and
real-time capability, with processing times of ap-
proximately 200 µs per iteration on a modern mid-
range desktop processor, significantly lower than

Fig. 1: Tracked particle trajectory with velocity
estimation. The background image outlines the swept
area of the particle during the flight.

Fig. 2: Tracked particle trajectory with velocity
estimation zoomed in at the interaction area between
particle and pneumatic system.

τ = 500µs required for binary frame accumu-
lation, posing the real time boundary. Fig-
ure 1 illustrates a representative tracking result,
while 2 zooms in in order to reveal more de-
tails. The trajectory includes post-processed ve-
locity estimations. More examples and videos
illustrating the results for various examples in
the context of bulk sorting can be found here:
https://github.com/uwupl/FT SMSI

Summary & Outlook
The tracking algorithm demonstrates significant
potential for further development and practical
implementation. Future work will focus on ex-
tending the method to track multiple objects si-
multaneously and incorporating rotational veloc-
ity estimation of the tracked objects. This exten-
sion would provide valuable information for more
precise control of sorting actuators.
For optimal industrial performance, we are ex-
ploring FPGA implementation options. This
hardware acceleration approach could signifi-
cantly reduce processing latency and enable
even higher tracking frequencies, making the
system more suitable for high-throughput sorting
applications.
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frequency of 2 kHz.

Correlation-based Shift We compute the cor-
relation map ct,p by correlating the reference
frame rt−1,p with a constrained region b̃t,p of
bt,p. This region is delimited around ξt−1,p, ex-
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Summary: Conventional area-scan and event-based sensors are compared in their performance using the event
detectability ED, i. e., how much relative irradiance difference is required to detect an event and the latency to detect
an event. In addition, the nonuniformity of event-based sensors is studied with respect to the false event detection
probability (FDNU), the event detection nonuniformity (EDNU) and the latency at different irradiation levels.
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Introduction
Event-based cameras are bio-inspired sensors
that differ from conventional area-scan cameras.
They asynchronously measure pixel brightness
changes, and output a stream of events that en-
code the time, location and sign of the brightness
changes. This offers several advantages: high
temporal resolution, very high dynamic range
(120 dB), low power consumption, and a com-
pressed output stream. Therefore, they have a
large potential for robotics and computer vision in
challenging scenarios for traditional cameras. A
first proposal for a performance characterization
of event-based sensors was made in [1] and the
concept of change detectability was introduced
by [2] to compare area-scan and event-based im-
age sensors.

Here we add an analysis of nonuniformities
and a direct performance comparison between
three event-based and three conventional area-
scan sensors: a) Prophesee, gen. 3.1 (15 µm
pixel); b) Prophesee, gen. 4.1 (4.86 µm pixel); c)
DAVIS 346, (18.5 µm pixel) and area-scan sen-
sors with pixel sizes and spatial resolution com-
parable to the Prophesee, gen. 4.1: d) Sony
IMX174, (5.86 µm pixel) texp = 9 ms, max frame-
rate 105 fps, corresponds to 9.5 ms latency; e)
Sony IMX287, (6.9 µm pixel), texp = 3.03 ms,
max frame-rate 321 fps, corresponds to 3.12 ms
latency; f) Sony IMX537 with binning, (5.48 µm
pixel), texp = 1.3 ms, max frame-rate 582 fps, cor-
responds to 1.72 ms latency.

Event-based sensor characterization
Experimentally determining the irradiation con-
trast ∆E necessary for generating one event for
given mean irradiance level E and event thresh-
old settings consists in gradually increasing the
stimulus step until an event is generated. In a
noise-free world, minimal found stimulus ampli-
tude always results in an event when applied.
In the real world conditions, the very same pixel

will react differently to the same stimulus due to
its, possibly different, initial condition, electronic
noise, etc. Therefore, for event-based sensor
characterization it has been proposed to operate
with ”event probability” instead [3, 1]. It is defined
as p = M

N , where M the number of event re-
sponses, N the number of applied stimuli. Event
probability dependency on the stimulus ampli-
tude in the presence of noise has an ”S”-shape,
and is therefore named S-curve. The acquisition
of S-curves has been done on an EMVA 1288
Standard conform setup as described in [2].

Event detectability ED
The S-curve shows how much irradiance change
∆E is required to detect an event. Here the event
detectability ED is defined as

ED =
∆E

E50%
=

1

θ
=

1

E50%
dS(E)

dE

, (1)

where E50% is the irradiance at the 50% proba-
bility of the S-curve and dS(E)/dE the (steep-
est) slope of the S-curve at this point. ED is
the inverse of the change detectability θ defined
in [2]. Graphically, ∆E means the distance be-
tween the zero and one probability crossings of
the dS(E)/dE line. Thus ED is a good measure
for the relative irradiance change required to de-
tect an event. Depending on the required prob-
ability for event detection, the relative irradiance
change might be smaller or larger than ED.

Event detection with area-scan sensors
In [2] it was shown that any area-scan sensor
can be used for event detection that there is a
direct relation between signal-to-noise ratio and
change detectability for area-scan sensors with
a latency, which is the inverse of the maximum
frame rate of the sensor:

ED =
2
√
π

SNR(µp)
= 2

√
π

√
(σ2

d + ηEAtexp)

ηEAtexp
. (2)
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Fig. 1: Event detectability comparison for area-scan
and event-based sensors.

Fig. 2: Latency comparison for event-based and
area-scan sensor

The equation on the right gives ED for a linear
sensor with the variance σ2

d of the temporal dark
noise and a quantum efficiency η according to
the EMVA 1288 standard [4].

Results
Standard linear industrial area-scan sensors
can detect events at lower relative irradiance
changes but lack the high dynamic range of
event-based sensors (Fig. 1). Event-based sen-
sors have the additional advantage that the la-
tency at high irradiation levels can be signifi-
cantly lower than for area-scan sensors, where
the latency is constant and just the inverse of the
frame rate (Fig. 2).

The nonuniformity measurements of event-
based sensors show several interesting effects.
Firstly, the false event probability (FDNU), when
no irradiance change happens, is irradiance de-
pendent and can be quite high (Fig. 3). Sec-
ondly, the event detection nonuniformity (EDNU),
defined by the irradiance required for each pixel

Fig. 3: Histogram of the false event detection
probability under static irradiation for positive events
with the Prophesee generation 4.1 sensor.

Fig. 4: Histograms of irradiance nonuniformity for
50% positive event probability for the Prophesee
generation 4.1 sensor at irradiances as indicated.

Fig. 5: Logarithmic histograms of positive event
latency for 50% event probability at irradiances as
indicated for the Prophesee, generation 4.1 sensor.

to reach a 50% event probability, is in the order
of 10%. The distributions widens at higher irradi-
ance and becomes skewed (Fig. 4).

Thirdly, the histogram for the latency mea-
sured at each pixel shows an even wider distribu-
tion (Fig. 5). At low irradiance a significant frac-
tion of the pixels have a latency which is more
than ten times higher than the average latency.
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Fig. 1: Event detectability comparison for area-scan
and event-based sensors.

Fig. 2: Latency comparison for event-based and
area-scan sensor

The equation on the right gives ED for a linear
sensor with the variance σ2

d of the temporal dark
noise and a quantum efficiency η according to
the EMVA 1288 standard [4].

Results
Standard linear industrial area-scan sensors
can detect events at lower relative irradiance
changes but lack the high dynamic range of
event-based sensors (Fig. 1). Event-based sen-
sors have the additional advantage that the la-
tency at high irradiation levels can be signifi-
cantly lower than for area-scan sensors, where
the latency is constant and just the inverse of the
frame rate (Fig. 2).

The nonuniformity measurements of event-
based sensors show several interesting effects.
Firstly, the false event probability (FDNU), when
no irradiance change happens, is irradiance de-
pendent and can be quite high (Fig. 3). Sec-
ondly, the event detection nonuniformity (EDNU),
defined by the irradiance required for each pixel

Fig. 3: Histogram of the false event detection
probability under static irradiation for positive events
with the Prophesee generation 4.1 sensor.
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Motion Compensation of Event-Streams
for Multitarget Tracking in Sensor-Based Sorting
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Summary: Event-based cameras excel in representing dynamic changes efficiently but can be overwhelmed in
scenarios with strong global motion, such as conveyor belt systems. We propose a motion compensation method
that filters events to focus on relative motion deviations. Our method significantly reduces the event-stream size
while maintaining or even improving tracking accuracy. Our approach incorporates prior knowledge of global motion
and demonstrates its efficacy in sensor-based sorting tasks.

Keywords: event-based vision, motion compensation, multitarget tracking, sensor-based sorting

Introduction
Event-based cameras efficiently capture dy-
namic scene changes by generating data only
during motion or intensity changes, making them
ideal for applications like multitarget tracking.
However, in scenarios like sensor-based sorting
on a conveyor belt with uniform motion, the con-
stant motion generates a high volume of events,
potentially overwhelming the system. To address
this, we propose a method to filter event streams
with a strong global motion prior, retaining only
events corresponding to deviations from the ex-
pected motion.

Background, Motivation and Objective
Several works use contrast maximization tech-
niques for compensation of scene motion in
event-based vision [1]. Generally, these meth-
ods do not utilize a priori motion knowledge and
therefore use computationally costly methods for
estimating local scene motion from an event
stream. [2] utilize a spiking neural networks for
motion estimation and filtering, fully utilizing the
asynchronous nature of event-based cameras.
Although promising, spiking neural networks are
still in their infancy, limiting their feasibility for
widespread industrial application. [3] use on-
sensor circuitry to extract object motion, by com-
paring local change-rates. However, some of
their scene assumptions do not apply to our ap-
plication. Further, to the best of our knowledge,
the sensors are not commercially available. We
propose a method, that efficiently filters events
from commonly used event-based cameras by
incorporating strong priors on global scene mo-
tion. The method is designed to be easily incor-
porated into tracking methods. We demonstrate
our method on a multitarget tracking problem in
sensor-based sorting, where we achieve equal
tracking accuracy compared to a method using
the full event-stream, while reducing the number

of events by 70%, reducing computational cost.

Method
We assume, that for a pure planar motion, every
pixel of the event-based camera is expected to
trigger the same amount of events. A property of
the event-based sensor is, that on-events suffer
from lower temporal jitter, than off-events. We
therefore only consider on-events.

Consider L(x, t) the radiance of a planar
scene, we introduces f(x, t) the motion compen-
sated scene radiance.

L(x, t) = f(x+ vt, t) (1)
relative to a planar transformation velocity v with
[v] = px/s. A camera pointing towards a con-
veyor belt would capture radiance L, whereas a
hypothetical camera moving along with the con-
veyor belt captures f . For a small temporal win-
dow δt we can assume a static scene f(x). Us-
ing the event-generation equation from [1] we
derive

pC = L(x, t)− L(x, t0)

= f(x+ vt)− f(x+ v(t0)). (2)

With p the polarity of the triggered event, t0 =
t − δt the timestamp of the previously triggered
event and C the contrast threshold of the event
camera. Interpreting this, each event gives a
measurement of the spatial change of a point
in the scene, relative to the scene motion (e.g.
the edge of a particle laying on top of a con-
veyor belt). However, since events suffer tem-
poral jitter and only give binary information, we
consider a spatio-temporal window around x, t
for estimating the spatial gradient in ∇f relative
to the speed v.

∇f(x, t)v ∝
∑

(xi,yi,ti,pi)∈E

pi χx(xi)χy(yi)χt(ti)

(3)
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With E the event-stream and χx(xi), χy(yi),
χt(xi) indicator functions for whether event i is
within the spatio-temporal window around x, t.

For every timestep ∆t, we update all estima-
tors for ∇fv. We choose ∆t to be 1px/|v| ≈
0.25ms. The temporal window for the estima-
tion of ∇fv is chosen as ∆T = 5 · ∆t, the spa-
tial window a grid of 5 pixels around x. After
updating the estimators, we compare ∇f(x, t)v
to ∇f(x, t0)v, with t0 the timestamp of the last
motion compensated event, we triggered. Our
event-trigger function g(t) is defined as

g(t) =




1 if ∇f(x, t)v −∇f(x, t0)v > C∇,
−1 if ∇f(x, t)v −∇f(x, t0)v < C∇,
0 otherwise.

(4)
Where C∇ is the threshold for triggering an
event. With 0 no event triggered, else g(t) the
polarity of the event. Figure 1 shows an example
output of the motion filter algorithm.

Fig. 1: Illustration of motion compensation. With
index increasing proportional to the object speed,
objects moving at the expected speed are projected
to the same point in the compensated image (right).
Using the relative position of the positive- and
negative events, cues about object motion may be
extracted, as indicated by the arrows.

Results
We apply the motion-filter to an existing event-
stream, using different thresholds, resulting in
different ratios of filtered events. In this work,
we used an existing tracking approach using
mean-shift tracking [4], with hyper parameters
optimized using the full event-stream. We then
applied different, motion-filtered event-streams
without re-adjusting the tracking parameters. As
shown in figure 2, we achieve a slight improve-
ment of tracking accuracy, when reducing the
number of events significantly, as only at very
high filter ratios, the tracking accuracy is re-
duced. We further show that the filtered event-
streams carry much more dense additional in-
formation, compared to the raw event-stream 1.

This information could be used to further improve
tracking accuracy.

Discussion and Future Work
Current method induces latency, since changes
in event-frequency are only detected over time.
Lower latency may be achieved by incorporating
event-detection probabilities [5] or using more
sophisticated changepoint detectors such as in
[6]. The current implementation not optimized
for realtime processing, but can be easily par-
allelized, since it applies operations globally.

Fig. 2: Average tracking error, as given by distance to
the ground-truth trajectory in pixels.
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Ev2Gray: Generating Intensity Images from Event Streams
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Summary: This paper presents a novel method for extracting absolute intensity information from event-based vision
sensors, addressing their limitation in capturing static scene regions. Our approach utilizes a controlled occlusion
mechanism that triggers events across both dynamic and static areas. By analyzing event patterns during occlusion
and revelation phases, we reconstruct intensity values for each pixel.
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Introduction

Event-Based Vision (EBV) sensors employ a
fundamentally different output type compared
to frame-based camera sensors. While frame-
based camera sensors generate absolute inten-
sity information for all image pixels at fixed time
intervals, EBV sensors produce asynchronous
and sparse events that encode relative bright-
ness changes in the spatio-temporal domain.
Each event e is represented by a tuple of four
values: (x, y, t, p), where (x, y) denotes the pixel
coordinates, t the timestamp, and p the po-
larity of the event, which defines the sign of
the brightness change. This unique approach
allows EBV sensors to offer significant advan-
tages such as high temporal resolution, low la-
tency, and high dynamic range. However, a crit-
ical limitation of event streams is their inherent
difficulty in semantic interpretation of the scene,
as they lack information about non-moving re-
gions such as static backgrounds and do not pro-
vide comprehensive structural information. This
absence of complete spatial context poses sig-
nificant challenges for traditional computer vi-
sion algorithms and hinders direct semantic un-
derstanding, necessitating novel approaches to
bridge the gap between event-based data and
meaningful scene interpretation. Many state-of-
the-art event-based vision methods still depend
on structural information from frame-based cam-
eras [1] – a requirement our approach aims to
address. To address these limitations, we pro-
pose a novel method that, firstly, triggers events
in all parts of the image, including static re-
gions, in a controlled manner, and secondly, ex-
tracts absolute intensity images from the result-
ing event stream data without the need for an ad-
ditional sensor. This approach aims to combine
the advantages of event-based sensing with the
comprehensive spatial information typically as-
sociated with frame-based cameras, potentially

enabling more robust semantic interpretation of
event-based data.

Related Work
While numerous methods, such as E2VID [2] and
ET-Net [3], perform intensity reconstruction for
videos using deep learning algorithms, to the
best of our knowledge, there is only one other
method capable of translating static scenes into
intensity images using an event-based camera.
The EvTemMap method initially darkens the scene
completely using the aperture and then maps the
timing of the first positive event for each pixel
to absolute intensity values during the continu-
ous opening of the aperture. As will be demon-
strated, our method differs significantly in both
the generation of occlusion and the computation
approach. Unlike EvTemMap [4], our approach re-
quires only partial occlusion and evaluates mul-
tiple events per pixel rather than just the first,
which should positively affect noise performance.

Method
Event Generation Process We employ a
moving opaque strip that traverses the entire
image plane, completely occluding light from
the scene in a spatially continuous and sparse
manner. This strip induces controlled intensity
changes across all pixels, regardless of whether
they correspond to static or dynamic regions of
the scene. As the opaque strip moves across the
field of view, it creates two distinct transitions for
each pixel:

1. Occlusion Transition: When the strip enters
a pixel’s view.

2. Revelation Transition: When the strip exits a
pixel’s view.

The number of events generated during these
transitions is roughly proportional to the magni-
tude of the intensity change. The key insight of
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our method is that the intensity level during full
occlusion is uniform across all pixels. This pro-
vides a common reference point from which we
can derive absolute intensity information.

Temporal Window Identification The first
step in our procedure is to identify the relevant
temporal windows for each pixel, specifically the
occlusion and revelation phases. The method for
determining these windows should be optimized
based on the motion direction of the opaque
strip. For instance, given a strictly horizontal mo-
tion of a vertical strip, we can select these time
windows uniformly for all vertical pixel rows, re-
sulting in a more robust and efficient determi-
nation of these regions. We define the temporal
windows as:

Tocclusion(x, y) = [tocc
start(x, y), t

occ
end(x, y)], (1)

Trevelation(x, y) = [trev
start(x, y), t

rev
end(x, y)], (2)

where x and y represent the pixel coordinates.

Intensity Value Assignment Once the tempo-
ral windows are established, we count the num-
ber of events generated during the occlusion and
revelation phases with respect to the polarity of
the events. We define the following quantities:

Nocc(x, y) =

tocc
end(x,y)∑

t=tocc
start(x,y)

I{e(x,y,t,−1)} − I{e(x,y,t,1)}

(3)

Nrev(x, y) =

trev
end(x,y)∑

t=trev
start(x,y)

I{e(x,y,t,−1)} − I{e(x,y,t,1)}

(4)

After calculating the sums based on the polarity
and number of events in the respective phases,
we compute the difference to assign a non-
normalized intensity value to each pixel. This
process can be formalized as:

Ix,y = Nocc(x, y)−Nrev(x, y), (5)

where Ix,y ∈ Z represents the non-normalized
intensity value for pixel (x, y). This integer value
encodes the relative brightness of each pixel,
with lower values indicating darker regions and
higher values indicating brighter regions in the
original scene. The final step involves normaliz-
ing the intensity values to obtain a standard 8-bit
grayscale image. We employ min-max scaling to
map the intensity values to the range [0, 255]:

Inormalized(x, y) =

⌊
Ix,y − Imin

Imax − Imin
· 255

⌋
(6)

This normalization produces a grayscale image
compatible with standard image processing al-
gorithms and display systems.

Results
We present a proof of concept for our proposed
method using two examples: an ISO 12233 chart
and a picture of the Karlsruhe Castle. These
examples demonstrate our method’s capability
to reconstruct absolute intensity images from
event-based data in both structured test patterns
and complex real-world scenes. The experi-
ments were conducted using a Prophesee EVK4
event camera, with a vertical black stripe mov-
ing horizontally across the scene to generate the
controlled occlusion. These visual results vali-
date the successful generation of intensity infor-
mation from event streams, including static re-
gions, while detailed quantitative evaluation is re-
served for future work.

(a) Intensity reconstruction of the Karlsruhe Castle.

(b) Intensity reconstruction of an ISO 12233 test
chart.

Fig. 1: Examples of intensity reconstruction using the
proposed method.
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our method is that the intensity level during full
occlusion is uniform across all pixels. This pro-
vides a common reference point from which we
can derive absolute intensity information.

Temporal Window Identification The first
step in our procedure is to identify the relevant
temporal windows for each pixel, specifically the
occlusion and revelation phases. The method for
determining these windows should be optimized
based on the motion direction of the opaque
strip. For instance, given a strictly horizontal mo-
tion of a vertical strip, we can select these time
windows uniformly for all vertical pixel rows, re-
sulting in a more robust and efficient determi-
nation of these regions. We define the temporal
windows as:

Tocclusion(x, y) = [tocc
start(x, y), t

occ
end(x, y)], (1)

Trevelation(x, y) = [trev
start(x, y), t

rev
end(x, y)], (2)

where x and y represent the pixel coordinates.

Intensity Value Assignment Once the tempo-
ral windows are established, we count the num-
ber of events generated during the occlusion and
revelation phases with respect to the polarity of
the events. We define the following quantities:

Nocc(x, y) =

tocc
end(x,y)∑

t=tocc
start(x,y)

I{e(x,y,t,−1)} − I{e(x,y,t,1)}

(3)

Nrev(x, y) =

trev
end(x,y)∑

t=trev
start(x,y)

I{e(x,y,t,−1)} − I{e(x,y,t,1)}

(4)

After calculating the sums based on the polarity
and number of events in the respective phases,
we compute the difference to assign a non-
normalized intensity value to each pixel. This
process can be formalized as:

Ix,y = Nocc(x, y)−Nrev(x, y), (5)

where Ix,y ∈ Z represents the non-normalized
intensity value for pixel (x, y). This integer value
encodes the relative brightness of each pixel,
with lower values indicating darker regions and
higher values indicating brighter regions in the
original scene. The final step involves normaliz-
ing the intensity values to obtain a standard 8-bit
grayscale image. We employ min-max scaling to
map the intensity values to the range [0, 255]:

Inormalized(x, y) =

⌊
Ix,y − Imin

Imax − Imin
· 255

⌋
(6)

This normalization produces a grayscale image
compatible with standard image processing al-
gorithms and display systems.
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Enhanced Signal Detection for Chlorophyll a Fluorescence Signal
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Summary: Monitoring the quantum yield efficiency of Photosystem II evaluates plant health and stress by esti-
mating electron transport rate in the photosystem. This measurement is typically performed using Pulse Amplitude
Modulation (PAM) in combination with saturation pulses. The derived fluorescence signal is weak, often buried in
noise, and has a low duty cycle. This contribution proposes a hybrid signal processing approach that combines
aspects of boxcar averaging and lock-in amplification to extract low duty cycle signals from below the noise floor.
We were able to detect the signals with a duty cycle of 0.01 %, with signal to noise ratio (SNR) up to −30 dB.

Keywords: Chlorophyll a fluorescence, Quantum yield’s efficiency, PAM fluorometer, Lock-in amplifier, boxcar av-
eraging

Introduction
The quantum yield efficiency of Photosystem II
not only reflects how effectively plants utilize ab-
sorbed light but also indicates the electron trans-
port rate within the photosynthetic system in vivo
[1]. This efficiency is described by

ΦPSII =
F ′
m − F

F ′
m

, (1)

where F ′
m is the maximum fluorescence and

F denotes the variable fluorescence in light-
exposed leaves. To separate the ambient light
from the plant’s fluorescence light, the fluores-
cence excitation light should be modulated [2].
Variable fluorescence is obtained by applying
weak and short flashes of light (in the µs-range)
called measuring light, to the leaf surface, en-
suring no impact on the physiological state of
the photosystem. Maximum fluorescence, on the
other hand, is achieved by applying the same
measuring light along with strong pulses that sat-
urate all reaction centers in the leaf [3]. The
modulated fluorescence signal is prone to noise
interference, and an appropriate signal process-
ing method could help detect the fluorescence
changes. A Fast Fourier Transform (FFT) com-
bined with a Welch window is used to recover
the chlorophyll fluorescence signal [4]. The FFT
method is computationally expensive and it is un-
able to detect the signals buried in noise.
Lock-in amplifiers are used for a wide range of
applications where weak signals are obscured by
noise and the frequency of the desired signal is
known [5, 6, 7]. Low duty cycle signals spread
across multiple harmonics in the frequency do-
main. Since lock-in amplifiers focus on the fun-
damental frequency, they fail to capture the in-
formation contained in the higher-order harmon-
ics. In addition, the shorter the active signal

duration, the more noise tends to dominate the
overall measurement. In low duty cycle signals,
boxcar averaging allows for recording during the
short duty cycle, when the signal is present, and
excluding the remainder where no relevant infor-
mation exists to improve the signal to noise ratio
[8].
In this contribution, we use boxcar gating to iso-
late the signal during the excitation pulse and
an equivalent duration afterward, effectively in-
creasing the duty cycle to 50 %. This adjust-
ment allows us to apply a lock-in amplifier to the
gated signal, taking advantage of the lock-in am-
plifier’s strong capability to detect signals below
the noise floor, even when the original duty cycle
is low.

Experimental Setup
Fig. 1 shows the block diagram of the experi-
mental setup to capture the chlorophyll a fluores-
cence signal from the leaf surface. It consists of
(i) a sensor head, (ii) fluorescence excitation and
detection circuitry, and (iii) a microcontroller.

Sensor head
and leaf

Microcontroller

Fluorescence
excitation and

detection circuitry
Osciloscope

Computer
Matlab

Fig. 1: Block diagram of the experimental setup

The sensor head includes a blue LED to ex-
cite the fluorescence and a PMMA plastic fiber to
transfer the fluorescence light to the detector cir-
cuit. The LED is positioned at a 45 °angle to the
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leaf surface at a distance of 3 mm, while the plas-
tic fiber is aligned to sample fluorescence from
the same excitation point.

The LED excitation circuitry drives the LED
to produce both measuring light and saturation
pulses. The measuring light consists of 10 µs
flashes at a frequency of 10 Hz with a current
amplitude of 25 mA for assessing variable flu-
orescence. To measure the maximum fluores-
cence, 10 µs flashes of light at the frequency
of 100 Hz are followed by saturation pulses with
a current amplitude of 80 mA. The fluores-
cence detection circuitry includes a PIN photo-
diode covered by a longpass optical filter, which
suppresses LED reflections and ambient light
below its cutoff wavelength, 650 nm. A trans-
impedance amplifier then converts the detected
fluorescence light into a voltage signal and am-
plifies it for further processing. The microcon-
troller controls the precise timing of the LED exci-
tation signal and performs digital signal process-
ing. For this study, we acquired the fluorescence
signal using an oscilloscope, and the signal pro-
cessing approaches were implemented in MAT-
LAB software.

Results
The fluorescence signal in our measurements
has a 0.01 % duty cycle. Simulation results show
that combining the boxcar technique with a lock-
in amplifier can effectively detect weak and low
duty cycle chlorophyll fluorescence signals with
an SNR as low as −32 dB, while boxcar aver-
aging alone cannot detect signal even when the
SNR is −16 dB (Fig. 2).
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Fig. 2: Amplitude deviation across SNR levels for
boxcar averaging and integrating boxcar with lock-in
amplifier.

Conclusion
Lock-in amplifiers can detect signal amplitudes
even when they are smaller than the noise floor.
However, their efficacy will decrease when the

duty cycle drops below 10 % due to energy dis-
tribution across harmonics. On the other hand,
Boxcar averaging offers a high SNR value for
very low duty cycle signals. While it effectively
reduces noise, it mainly relies on averaging,
which can struggle to extract the signal when
it is deeply buried in noise. The proposed ap-
proach, which integrates boxcar and lock-in am-
plification, can detect the low duty cycle signals
that are deeply buried in noise.
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leaf surface at a distance of 3 mm, while the plas-
tic fiber is aligned to sample fluorescence from
the same excitation point.

The LED excitation circuitry drives the LED
to produce both measuring light and saturation
pulses. The measuring light consists of 10 µs
flashes at a frequency of 10 Hz with a current
amplitude of 25 mA for assessing variable flu-
orescence. To measure the maximum fluores-
cence, 10 µs flashes of light at the frequency
of 100 Hz are followed by saturation pulses with
a current amplitude of 80 mA. The fluores-
cence detection circuitry includes a PIN photo-
diode covered by a longpass optical filter, which
suppresses LED reflections and ambient light
below its cutoff wavelength, 650 nm. A trans-
impedance amplifier then converts the detected
fluorescence light into a voltage signal and am-
plifies it for further processing. The microcon-
troller controls the precise timing of the LED exci-
tation signal and performs digital signal process-
ing. For this study, we acquired the fluorescence
signal using an oscilloscope, and the signal pro-
cessing approaches were implemented in MAT-
LAB software.

Results
The fluorescence signal in our measurements
has a 0.01 % duty cycle. Simulation results show
that combining the boxcar technique with a lock-
in amplifier can effectively detect weak and low
duty cycle chlorophyll fluorescence signals with
an SNR as low as −32 dB, while boxcar aver-
aging alone cannot detect signal even when the
SNR is −16 dB (Fig. 2).
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Fig. 2: Amplitude deviation across SNR levels for
boxcar averaging and integrating boxcar with lock-in
amplifier.

Conclusion
Lock-in amplifiers can detect signal amplitudes
even when they are smaller than the noise floor.
However, their efficacy will decrease when the

duty cycle drops below 10 % due to energy dis-
tribution across harmonics. On the other hand,
Boxcar averaging offers a high SNR value for
very low duty cycle signals. While it effectively
reduces noise, it mainly relies on averaging,
which can struggle to extract the signal when
it is deeply buried in noise. The proposed ap-
proach, which integrates boxcar and lock-in am-
plification, can detect the low duty cycle signals
that are deeply buried in noise.
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Summary: 

This study presents a second-generation dispatchable fiber-optic biosensor reader optimized for in-
field detection of sediment and water toxicity. The system utilizes bioluminescent whole-cell 
bioreporters immobilized in a calcium alginate matrix on fiber-optic tips. The newly enhanced 
biosensor is designed for improved portability, robustness, and ease of deployment, making it a 
versatile tool for real-time, on-site environmental monitoring. 

Keywords: bioreporter, bioluminescent bacteria, optical fiber biosensor, water toxicity, sediment 
toxicity, in-situ monitoring, genotoxicity 

Background, Motivation and Objective 
Detecting toxicants in aquatic environments is 
critical for assessing the impact of pollutants on 
ecosystems. Conventional chemical analyses 
methods are often time-consuming and 
resource-intensive and may not fully capture bi-
oavailability or cumulative pollutant effects. 
Whole-cell biosensors offer a rapid, biologically 
relevant method for assessing environmental 
toxicity.  
Building on the previous generation of our fiber-
optic biosensor, this study introduces a second-
generation system that improves usability and 
field readiness while maintaining the core 
functionality of the original design. The upgraded 
incorporates additional features to enhance port-
ability and ease of deployment in remote envi-
ronments [1-3]. 

Description of the New System 
Our previous system is a highly sensitive, 
photon-counting biosensor designed for 
detecting genotoxicants using genetically 
engineered bioluminescent bacteria. At its core 
is a photomultiplier tube (PMT) that detects low-
intensity blue light emitted by the bacteria in 
response to toxicans. The bacteria are 
immobilized on the tip of a multimode optical 
fiber using a calcium alginate matrix, creating a 

disposable sensor probe. This probe is placed in 
a light-proof enclosure, with the fiber transmitting 
bioluminescence directly to the PMT without 
significant loss. The system provides a rapid, 
dose-dependent response, making it an efficient 
tool for environmental toxicity assessment [1]. 
The second-generation system features an 
upgraded photomultiplier tube (PMT) that is 
housed in a redesigned case with wheels for 
easy transport, with an optimized internal layout 
to accommodate the new components and 
improve user accessibility. Additionally, 
integrated satellite internet connectivity allows 
for real-time data transmission from remote 
locations, enabling immediate analysis. To 
ensure continuous operation in the field, the 
system is equipped with an internal power 
station and a solar panel array, providing a 
sustainable, self-sufficient power source for 
extended deployments. These advancements 
collectively improve the sensor’s portability, 
functionality, and reliability, making it a robust 
solution for monitoring sediment toxicity in 
challenging environments. 
Table 1 - Comparison of Previous and New Designs 
of the Bioluminescent Fiber-Optic Biosensor 

Features Previous 
Design New Design 
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Portability & 
Transport 

Fixed case, 
less portable 

Redesigned 
case with 
wheels for 
easy 
transport 

Data Connectivity - 
Integrated 
satellite 
internet  

Power Supply 
Small power 
supply unit 
for PMT 

Internal 
power 
station with 
solar panel 

Field Suitability 
Limited to 
short-term 

deployments 

Ideal for 
extended 
field 
deployments 
in remote 
areas 

Commercialization 
Potential 

Less 
practical 

Enhanced 
for 
scalability, 
long-term 
storage, and 
field 
readiness 

Figure 1 – Our previous design fot the optical-fiber, 
whole-cell biosensors. 

Figure 2 - The basic components of the whole-cell, 
fiber-optic biosensors. (A) Optical fiber with a 
bioreporter immobilized unto the core. (B) Light–tight 
portable black box encasing all the biosensor 
components. 

Results 

Figure 3 - Fiber optic detection of Pseudomonas 
aeruginosa via its secreted quorum sensing molecule. 

Data Availability Statement 
The original results presented in this study can 
be found in our records in footprints (link - 
https://footprints-b291f.web.app/), and
authorization for its access may be granted by 
the corresponding author
(paulab@post.bgu.ac.il) 

Acknowledgement 
This research is part of the project `Innovative 
sediment management framework for a 
SUstainNable DANube black Sea system 
(SUNDANSE)', co-funded by the European 
Union.  

Disclaimer 
Views and opinions expressed are however 
those of the author(s) only and do not 
necessarily reflect those of the European Union 
or the European Climate, Infrastructure and 
Environment Executive Agency. Neither the 
European Union nor the granting authority can 
be held responsible for them. 

References 
1. Polyak, B., et al., Bioluminescent whole

cell optical fiber sensor to genotoxicants: 
system optimization. Sensors and
Actuators B: Chemical, 2001. 74(1): p.
18-26.

2. Eltzov, E. and R.S. Marks, Parameters
to consider in the construction of fiber-
optic biosensors as alternative
bioanalytical tools. IEEE 
Instrumentation & Measurement 
Magazine, 2009. 12(5): p. 10-16. 

3. Ivask, A., et al., Fibre-optic bacterial 
biosensors and their application for the 
analysis of bioavailable Hg and As in 
soils and sediments from Aznalcollar 
mining area in Spain. Biosensors and 

DOI 10.5162/SMSI2025/B7.2



SMSI 2025 Conference – Sensor and Measurement Science International 123

Portability & 
Transport

Fixed case,
less portable

Redesigned 
case with
wheels for
easy
transport

Data Connectivity - 
Integrated
satellite
internet  

Power Supply
Small power
supply unit 
for PMT 

Internal 
power
station with
solar panel

Field Suitability 
Limited to
short-term 

deployments

Ideal for
extended
field
deployments
in remote
areas

Commercialization
Potential

Less
practical

Enhanced
for
scalability,
long-term
storage, and
field
readiness

Figure 1 – Our previous design fot the optical-fiber,
whole-cell biosensors.

Figure 2 - The basic components of the whole-cell,
fiber-optic biosensors. (A) Optical fiber with a 
bioreporter immobilized unto the core. (B) Light–tight
portable black box encasing all the biosensor 
components.

Results

Figure 3 - Fiber optic detection of Pseudomonas
aeruginosa via its secreted quorum sensing molecule.

Data Availability Statement
The original results presented in this study can
be found in our records in footprints (link -
https://footprints-b291f.web.app/), and
authorization for its access may be granted by 
the corresponding author
(paulab@post.bgu.ac.il)

Acknowledgement 
This research is part of the project `Innovative
sediment management framework for a
SUstainNable DANube black Sea system
(SUNDANSE)', co-funded by the European 
Union.

Disclaimer
Views and opinions expressed are however
those of the author(s) only and do not
necessarily reflect those of the European Union
or the European Climate, Infrastructure and
Environment Executive Agency. Neither the
European Union nor the granting authority can
be held responsible for them. 

References
1. Polyak, B., et al., Bioluminescent whole

cell optical fiber sensor to genotoxicants:
system optimization. Sensors and
Actuators B: Chemical, 2001. 74(1): p. 
18-26. 

2. Eltzov, E. and R.S. Marks, Parameters 
to consider in the construction of fiber-
optic biosensors as alternative 
bioanalytical tools. IEEE
Instrumentation & Measurement
Magazine, 2009. 12(5): p. 10-16. 

3. Ivask, A., et al., Fibre-optic bacterial 
biosensors and their application for the 
analysis of bioavailable Hg and As in 
soils and sediments from Aznalcollar 
mining area in Spain. Biosensors and

Field Enabled Bioluminescent Fiber-Optic Whole-Cell 
Bioreporter Biosensors for Toxicity Monitoring of Water 

and Sediments  
(Sundanse) 

Abraham A. Paul 1, Gal Carmeli1, Ofir Menashe3, Robert S. Marks1,2 
1 Avram and Stella Goldstein-Goren Department of Biotechnology Engineering, Ben Gurion University 

of the Negev, Be'er-Sheva 84105, Israel 
2 The Ilse Katz Center for Nanoscale Science and Technology, Ben-Gurion University of the Negev, 

Be'er Sheva 84105, Israel  
3 Water Industry Engineering Department, Achi Racov Engineering School, Kinneret College on the 

Sea of Galilee, D.N. Emek Ha’Yarden 15132, Israel 
rsmarks@bgu.ac.il 

Summary: 

This study explores two configurations of bioluminescent fiber-optic whole-cell bioreporter biosensors 
designed for field-enabled monitoring of water and sediment toxicity. The first configuration uses alginate 
immobilization of genetically engineered reporter bacteria directly on a fiber optic tip, while the second 
utilizes encapsulated bacteria within bio-capsules with the fiber optic inserted within the capsule. 
Preliminary assessments indicate that both configurations demonstrate significant potential for 
environmental monitoring, with unique strengths in terms of sensitivity and stability, while the bio-capsule 
configuration offers improved storage via lyophilization – an important feature for commercialization. 

Keywords: bioreporter, bioluminescent bacteria, biosensor, water toxicity, sediment toxicity, alginate 
immobilization, bio-capsule

Background, Motivation and Objective 
Detecting toxicants in aquatic environments is 
crucial for monitoring and preserving water 
quality and ecosystem health. Traditional 
laboratory tests often rely on chemical analyses, 
which are time-consuming, resource-intensive, 
and fail to account for bioavailability, and 
cumulative and synergistic effects of pollutants 
on living organisms. Bioluminescent whole-cell 
microbial biosensors offer a rapid, real-time al-
ternative for detecting bioavailable contaminants 
in water and sediments [1-7]. Building on this 
foundation, we aim to compare two configura-
tions of biosensors to optimize performance and 
ease of use for field applications and commer-
cialization. 
Description of the Systems 
Alginate Immobilization on Fiber Optic: 

Genetically engineered E. coli cells were 
immobilized on a fiber optic tip using a calcium 
alginate matrix. This method enhances detection 
sensitivity by placing the bacterial cells in direct 

contact with the fiber optic surface, maximizing 
the bioluminescent signal in response to 
genotoxicants [1, 7]. 

Encapsulated Bacteria with SBP Bio-Capsules: 

Utilizing encapsulation technology provided by 
BioCastle, this configuration involves inserting 
the fiber optic into a capsule containing 
lyophilized bioluminescent bacteria, enabling 
long-term storage. The freeze-dried bacteria can 
be rehydrated when needed, which significantly 
enhances the sensor's practicality for field de-
ployment [8, 9]. In contrast, the alginate configu-
ration cannot be stored in a freeze-dried state, 
limiting its shelf life. 
Table 1 - Comparison of Alginate Immobilization vs. 
Bio-Capsule Encapsulation for Fiber-Optic Whole-
Cell Bioluminescent Biosensors. 

Features Alginate 
Immobilization 

Bio-Capsule 
Encapsulation 

Bacterial Solid 
Phase 
Immobilization 

✓ ✓
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Storage 
Capability 

Limited 
(requires wet 
conditions) 

Excellent (can 
be freeze-
dried and 
stored) 

Production 
Can be 
Automated 

✓ ✓

Field 
Suitability 

Limited to 
short-term 
deployments 

Ideal for long-
term and field 
deployments 

Figure 1 – (A) Instrument set-up demonstrating the 
components used in the experiments for the 
bioluminescent measurements using the optical fiber 
tip optrode whole-cell biosensor [1, 7]; (B) SBP 
BioCapsule experiment set up [9]. 

Results 

Figure 2 - Bioluminescent responses of six bioreporter 
bacterial strains exposed to contaminated sediment 
samples collected from six different sites within the 
Ramat Hovav industrial zone, southern Israel.   
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Figure 1 – (A) Instrument set-up demonstrating the
components used in the experiments for the
bioluminescent measurements using the optical fiber
tip optrode whole-cell biosensor [1, 7]; (B) SBP
BioCapsule experiment set up [9].

Results

Figure 2 - Bioluminescent responses of six bioreporter
bacterial strains exposed to contaminated sediment
samples collected from six different sites within the
Ramat Hovav industrial zone, southern Israel.
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Tobias Trautmann1, 2, Andreas Schander1, 2, Michael Vellekoop1, 2, 3

1 Institute for Microsensors, -actuators and -systems, University of Bremen, Bremen, Germany,
2 Microsystems Center Bremen (MCB), Bremen, Germany,

3 MAPEX Center for Materials and Processes, University of Bremen, Bremen, Germany
ttrautmann@imsas.uni-bremen.de

Summary:
This work compares thin and robust polyimide membranes for thermal flow sensors to flow sensors 
based on silicon nitride membranes. Due to the low thermal conductivity of polyimide, the sensitivity 
measurements are showing only a small reduction in sensitivity of less than 20% when a polyimide 
membrane with a ten times higher thickness compared to a silicon nitride membrane is used. At the 
same time the polyimide membrane can withstand a 50% higher pressure difference which leads to a 
significant improvement of the robustness.

Keywords: thermal flow sensors, polyimide, silicon nitride, membranes, microfabrication

Introduction
Microfabricated thermal flow sensors are used in 
a wide range of applications like aerospace [1].
One commonly used method to measure the 
flow is the calorimetric principle. Here, the heat 
distribution generated by a heating wire is meas-
ured by thermistors, thermopiles or diodes [1]-
[3]. The domains including the sensitive ele-
ments are often thermally insulated to reach a 
highly sensitive system with less heat losses [2],
[3]. Thermal insulation can be achieved using a
silicon nitride membrane by removal of the bulk 
material [3]. There is also research ongoing in 
using polyimide as a substrate material for ther-
mal insulated calorimetric flow sensors [4]. Poly-
imide can be used due to its low thermal conduc-
tivity of 0.28 W/mK and its excellent robustness 
compared to silicon nitride membranes [5].

Although many approaches to polyimide-based 
flow sensors have already been investigated, a 
direct comparison between polyimide and silicon 
nitride membrane-based flow sensors has not 
been published until now to the authors' 
knowledge. Therefore, we compare the perfor-
mance of flow sensors with a thinner polyimide 
membrane compared to the state of the art to 
one with a silicon nitride membrane. 

Materials and Methods
To see the influence of the use of polyimide 
membranes on thermal flow sensors compared 
to conventional silicon nitride membranes the 
same pattern is used for the sensitive elements 
in both variations. The design consists of a 

heater in the center of the chip and symmetric 
thermistors on the up- and downstream side with 
a distance of 1 mm to the heater. Both, heater 
and thermistors, are placed on the membrane
with a diameter of 4 mm. For electrical connec-
tion, bondpads for wire bonding are designed on 
the silicon bulk material. 
The flow sensors are fabricated on silicon with a 
1 µm thick layer of thermal silicon oxide for elec-
trical insulation. Polyimide (U-Varnish-S, UBE 
Europe GmbH, Germany) is spin-coated on the 
wafer with a thickness of 4.7 µm, while silicon ni-
tride is deposited with LPCVD method with a 
thickness of 500 nm. The heater and the ther-
mistors are made of platinum with a thickness of 
200 nm. To realize a membrane, the bulk mate-
rial under the sensitive elements is removed by 
DRIE using SF6 and C4F8.

Experiments
Flow measurements are done in a wind tunnel 
with flow velocities up to 2.6 m/s. The heater is 
powered to 150 mW. Both sensors show no drift
over 100 test cycles under thermal load.

To maintain the usability in fast reacting applica-
tions, the time response of both types of sensors 
is measured. For that, a flow is applied above the 
sensor and the change in resistance is plotted.
In Fig. 1 such a plot is shown for a sensor with a 
silicon nitride membrane. The time response is 
calculated as the time difference between 10%
and 90% of the mean value with/without a pre-
sent flow. The flow sensors with silicon nitride 
membranes are showing a faster response time 
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of tSiN = 16 ms compared to the tPI = 28 ms of the 
ones with polyimide membranes.  

Fig. 1. Time response for the flow sensors with silicon 
nitride membranes. 

Due to the different heat transfer in the mem-
branes, the total change in resistance is limited 
by the materials used. Therefore, the difference 
in resistance between the thermistors up- and 
downstream is shown in Fig. 2 for different flow 
velocities. The output signal is up to 20% higher 
for the sensors with silicon nitride membranes 
compared to those with polyimide membranes. 

Fig. 2. Flow measurements with polyimide and silicon 
nitride membrane-based flow sensors. 

A pressure difference is applied between both 
sides of the membrane to compare its robust-
ness. In Tab. 1 the maximum pressure differ-
ences until a failure occurs are given. The polyi-
mide membrane can withstand much higher 
pressure differences due to its high elasticity. 
Nevertheless, the heater and thermistors break 
at the same pressure since the strain is also in-
creased due to the membrane deflection. 
Tab. 1: The maximum pressure difference until the 
heater and thermistors or the membrane is damaged. 

Membrane 
material 

Heater and 
thermistors 

Membrane 

Silicon nitride 300 kPa 300 kPa 

Polyimide 300 kPa 450 kPa 

Conclusion and Outlook 
This paper shows, that the time response is less 
than a factor 2 higher using a polyimide mem-
brane, even though the thickness is approx. 10 
times higher. The reason for that is the different 

heat capacity. Due to the lower thermal conduc-
tivity of polyimide, the difference in sensitivity is 
much lower. The flow sensors based on silicon 
nitride membranes are only up to 20% better. 
The major advantage of using flow sensors with 
polyimide membranes is the opportunity of using 
higher thicknesses than silicon nitride mem-
branes without a significant reduction of sensitiv-
ity and time response. This leads to a more ro-
bust membrane, which can be used in e.g. air-
craft applications for a stall detection sensor. Un-
fortunately, the sensing elements on the mem-
brane cannot withstand the same pressure as 
the membrane itself. This could be solved by 
supporting the membrane structure with highly 
thermal insulating materials like aerogels. Also, 
the design needs to be optimized to increase the 
sensors range. 
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Due to the different heat transfer in the mem-
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downstream is shown in Fig. 2 for different flow
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A pressure difference is applied between both
sides of the membrane to compare its robust-
ness. In Tab. 1 the maximum pressure differ-
ences until a failure occurs are given. The polyi-
mide membrane can withstand much higher 
pressure differences due to its high elasticity. 
Nevertheless, the heater and thermistors break
at the same pressure since the strain is also in-
creased due to the membrane deflection.
Tab. 1: The maximum pressure difference until the
heater and thermistors or the membrane is damaged.

Membrane 
material

Heater and 
thermistors

Membrane

Silicon nitride 300 kPa 300 kPa

Polyimide 300 kPa 450 kPa

Conclusion and Outlook
This paper shows, that the time response is less
than a factor 2 higher using a polyimide mem-
brane, even though the thickness is approx. 10 
times higher. The reason for that is the different 

heat capacity. Due to the lower thermal conduc-
tivity of polyimide, the difference in sensitivity is
much lower. The flow sensors based on silicon 
nitride membranes are only up to 20% better. 
The major advantage of using flow sensors with 
polyimide membranes is the opportunity of using
higher thicknesses than silicon nitride mem-
branes without a significant reduction of sensitiv-
ity and time response. This leads to a more ro-
bust membrane, which can be used in e.g. air-
craft applications for a stall detection sensor. Un-
fortunately, the sensing elements on the mem-
brane cannot withstand the same pressure as
the membrane itself. This could be solved by
supporting the membrane structure with highly
thermal insulating materials like aerogels. Also,
the design needs to be optimized to increase the 
sensors range.
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Summary: 
Gas-liquid flows are ubiquitous in various industries, including oil and gas, chemical processing, and 
steel making. Accurate measurement of these flows is essential for optimizing process efficiency and 
ensuring safety. This work introduces a novel multichannel electrical conductivity sensor capable of 
directly imaging gas-liquid flows, eliminating the need for image reconstruction. The sensor offers a 
reliable, cost-effective, and robust solution for flow visualization. Validation against high-speed camera 
footage demonstrates excellent agreement.  

Keywords: conductivity sensor, multichannel, flow imaging, two-phase flow 

Introduction 
Gas-liquid flow is found in many industries, such 
as oil and gas production, chemical reactors, or 
steel production. The flow itself often determines 
the efficiency and/or safety of processes, making 
online flow monitoring crucial for control pur-
poses. In both cases, whether for in-line use or 
pilot plant studies, flow monitoring requires in-
creasingly sophisticated flow sensors, with flow 
imaging offering the most detailed visualization 
of flow phenomena. 

Process tomography has been widely used, but 
there is no universal technology that can meas-
ure the variety of situations [1]. Different tomog-
raphy technologies have been used in the past. 
Optical tomography uses light to illuminate the 
flow field and capture images. While it provides 
high spatial resolution, it is limited to transparent 
or translucent fluids. Ultrasound tomography 
uses sound waves to probe the flow. It can pen-
etrate opaque fluids and is relatively robust to in-
terference. However, its spatial resolution is 
poor. X-ray tomography provides high-resolution 
images of the internal structure of opaque ob-
jects. However, X-ray sources can be expensive 
and require shielding, limiting their suitability for 
real-time monitoring of rapidly changing flow 
phenomena. Another promising technique for 
flow visualization is electrical tomography. By 
applying electrical currents to electrodes placed 
around the flow and measuring the resulting volt-
age differences, it can provide information about 
the electrical conductivity distribution within the 
flow. However, due to the inherent ill-posed 

nature of the inverse problem, image reconstruc-
tion can be quite complex. 

In this paper, we present a multichannel conduc-
tivity sensor capable of generating images of 
gas-liquid flow, but without the need for image 
reconstruction. The idea is based on the work of 
[2], but the sensor is developed based on printed 
circuit technology (PCB), which is integrated into 
the sensor electronics, thus allowing a very sim-
ple integration into flow tubes via a flange sys-
tem. In addition, the integration of the sensor into 
the sensor PCB allows for very good signal qual-
ity and therefore very fast measurements.  

Multichannel electrical conductivity sensor 
(MECS) 
The sensor consists of an excitation ring and a 
measurement ring, with the latter segmented 
into 16 electrodes of uniform size distributed 
evenly around the circumference of the pipe (Fig. 
1). To determine the resistance between the ex-
citation ring and an electrode on the measure-
ment ring, an auto-balancing bridge, in conjunc-
tion with square wave excitation and an analog-
to-digital converter is employed. For details on 
the electronic circuits see [3].  

 Fig. 1. Schematic illustration of the multichannel 
electrical conductivity sensor for flow visualization. 

DOI 10.5162/SMSI2025/C1.2



SMSI 2025 Conference – Sensor and Measurement Science International 128

A technique known as side-plating, where the 
edges of the printed circuit board (PCB) are met-
allized, allows for the direct integration of elec-
trodes into the PCBs. Figure 2 illustrates the in-
stallation of the sensor PCBs within a pipe using 
flanges. This installation mechanism considera-
bly simplifies the production and assembly of the 
sensor by eliminating the need for manually at-
taching electrodes inside the pipe. 

Fig. 2. Illustration of developed sensor attached to a 
pipe: a) Pipe with flange, b) Paper gasket, c) Spacer 
plate (8mm), d) Excitation PCB:  generates symmet-
rical square wave signal, e) Measuring PCB: 16 meas-
uring electrodes. 

Results 
The sensor’s performance was rigorously tested 
through a series of experiments, including test-
ing the measurement principle using a non-con-
ductive object, comparing measurements in dis-
tilled and tap water, and examining its ability to 
detect bubbles and localize them using synchro-
nized camera footage as a reference.  

Figure 3 presents a side-by-side comparison of 
a camera image and a MECS surface plot, with 
the normalized electrode signals conventionally 
plotted below. To visualize the MECS measure-
ments, the signals of the electrodes, which are 
positioned around the pipe’s circumference, are 
flattened and displayed as surface plots. The 
horizontal red line in the surface plot indicates 
the sensor’s position, corresponding to a specific 
moment in the camera recording. The color 
scheme ranges from blue (0, indicating water) to 
red (1, indicating air). Due to the lack of bubble 
velocity information, which requires two sensors 
and signal cross-correlation, the visualization 
time is set to an arbitrarily chosen value of 2.4 s. 

The results showed a clear correlation between 
the sensor readings and the observed flow re-
gimes, confirming the sensor’s capability to dis-
tinguish between different flow patterns. Data 
processing techniques were applied to eliminate 
hardware irregularities such as excitation asym-
metries and variations in the auto-balancing 

circuits. The resulting MECS signals are inde-
pendent of the conductivity of the liquid phase, 
have the same baseline level, and are normal-
ized such that a signal value of 0 corresponds to 
liquid and 1 to gas. 

Fig. 3. Comparison of camera images and MECS 
measurements for two different flow rates and flow re-
gimes. 

Conclusions 
This study presents a novel multichannel con-
ductivity sensor that offers a reliable, cost-effec-
tive, and robust solution for flow visualization. 
The sensor's compact design and ease of inte-
gration into pipe systems make it suitable for a 
wide range of industrial applications. Future re-
search will focus on automating flow regime 
identification using machine learning algorithms 
and validating computational fluid dynamics sim-
ulations with experimental data. Additionally, in-
corporating a second excitation plane will enable 
velocity measurements of flow structures, further 
enhancing the capabilities of this sensor. 
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edges of the printed circuit board (PCB) are met-
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trodes into the PCBs. Figure 2 illustrates the in-
stallation of the sensor PCBs within a pipe using
flanges. This installation mechanism considera-
bly simplifies the production and assembly of the 
sensor by eliminating the need for manually at-
taching electrodes inside the pipe.
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pipe: a) Pipe with flange, b) Paper gasket, c) Spacer
plate (8mm), d) Excitation PCB: generates symmet-
rical square wave signal, e) Measuring PCB: 16 meas-
uring electrodes.

Results
The sensor’s performance was rigorously tested 
through a series of experiments, including test-
ing the measurement principle using a non-con-
ductive object, comparing measurements in dis-
tilled and tap water, and examining its ability to
detect bubbles and localize them using synchro-
nized camera footage as a reference.

Figure 3 presents a side-by-side comparison of
a camera image and a MECS surface plot, with
the normalized electrode signals conventionally
plotted below. To visualize the MECS measure-
ments, the signals of the electrodes, which are 
positioned around the pipe’s circumference, are
flattened and displayed as surface plots. The
horizontal red line in the surface plot indicates
the sensor’s position, corresponding to a specific 
moment in the camera recording. The color
scheme ranges from blue (0, indicating water) to
red (1, indicating air). Due to the lack of bubble
velocity information, which requires two sensors
and signal cross-correlation, the visualization
time is set to an arbitrarily chosen value of 2.4 s.

The results showed a clear correlation between 
the sensor readings and the observed flow re-
gimes, confirming the sensor’s capability to dis-
tinguish between different flow patterns. Data
processing techniques were applied to eliminate 
hardware irregularities such as excitation asym-
metries and variations in the auto-balancing 

circuits. The resulting MECS signals are inde-
pendent of the conductivity of the liquid phase,
have the same baseline level, and are normal-
ized such that a signal value of 0 corresponds to 
liquid and 1 to gas.
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gimes.

Conclusions
This study presents a novel multichannel con-
ductivity sensor that offers a reliable, cost-effec-
tive, and robust solution for flow visualization.
The sensor's compact design and ease of inte-
gration into pipe systems make it suitable for a 
wide range of industrial applications. Future re-
search will focus on automating flow regime 
identification using machine learning algorithms
and validating computational fluid dynamics sim-
ulations with experimental data. Additionally, in-
corporating a second excitation plane will enable 
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enhancing the capabilities of this sensor.
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Summary:
Changes of the laminar-turbulent flow transition due to unsteady wind conditions influence the efficiency 
of wind turbines. In order to clarify the feasibility of monitoring these changes by means of thermographic 
flow visualization, a coupled thermal-flow simulation is performed indicating a feasible temporal resolu-
tion down to 50 ms, i.e. well below one rotor revolution. Further, a co-rotating measurement platform is 
presented that enables the continuous image acquisition of a rotor blade section at wind turbines.

Keywords: Thermography, co-rotating system, coupled thermal-flow simulation

Introduction
The laminar-turbulent flow transition position af-
fects the efficiency of the wind turbine. Unsteady 
weather conditions as well as changing rotor 
blade positions during one revolution lead to var-
ying laminar-turbulent transition positions.
Hence, measuring these flow changes allows for 
future improvement and failure detection of the 
rotor blades.
Simon et al. [1] used infrared thermography 
(IRT) on a flat plate to determine the flow transi-
tion from laminar to turbulent and came to the 
conclusion that it is also suitable for measure-
ments under unsteady flow conditions. Raffel 
and Merz [2] introduced differential infrared ther-
mography (DIT) by subtracting one thermal im-
age from another. This enables a visualization 
even before the surface has fully responded to 
the flow condition. DIT was shown by Gleichauf 
et al. [3] to be in principle capable of visualizing 
changes of the laminar-turbulent flow transition
on wind turbines, with an image separation time 
of 50 s. Therefore, two open question are, if an 
increased temporal resolution in the order of a
few seconds or even tenths of seconds is theo-
retically feasible, and how to realize a continuous 
image recording even during the blade rotation?

This work aims at both: approximating the theo-
retically achievable temporal resolution via sim-
ulation and create a measurement setup for vis-
ualizing changes close to that resolution. 

Co-rotating measurement setup
The BIMAQ and the Deutsche WindGuard to-
gether are the first to develop a multisensor co-
rotating platform to visualize the flow conditions 
on the rotor blades of wind turbines. The platform 

is shown in Fig. 1. It features an infrared camera 
for measuring the flow condition and a laser 
scanner as well as a visual light camera with the 
same field of view that allows to detect any de-
formations of the rotor blade. Additionally, it has 
four visual light cameras that picture the full rotor 
blade. The wind turbine's position and speed are
detected with a small setter camera to control the 
co-rotation of the carrier platform including a kin-
ematic compensation for the perspective distor-
tion. The co-rotating measurement setup contin-
uously visualizes the boundary airflow with a 
sampling period of the infrared camera which is 
4 ms.

Fig. 1: Co-rotating measurement platform

Temporal resolution limit
For approximating the time 𝑡𝑡𝐶𝐶𝐶𝐶𝐶𝐶 until a change of 
the boundary airflow is visible in the thermo-
graphic image, a thermal Computational Fluid 
Dynamics-simulation of a rotor blade segment is 
carried out. The rotor blade is modelled as a 
semi-infinite flat plate consisting of a 3 mm poly-
urethane (PU) coating on 17 mm glass-fiber-re-
inforced Polymer (GFRP), shown in Fig. 2.
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Fig. 2: 2D model of rotor blade

Convection is assumed to be the dominant heat 
transfer mechanism, which is supported by the 
fact that the Biot number is higher than one:

𝐵𝐵𝐵𝐵 =  ℎ𝐿𝐿𝑠𝑠
𝑘𝑘𝑠𝑠

≥ 1.7 , (1)

where 𝐿𝐿𝑠𝑠 = 2 cm is the layer thickness, 𝑘𝑘𝑠𝑠 =
0.36 𝑊𝑊

𝑚𝑚⋅𝐾𝐾 is the weighted averaged thermal con-
ductivity (𝑘𝑘𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 = 0.38 𝑊𝑊

𝑚𝑚⋅𝐾𝐾 [5], kPU =
0.226 W

m⋅K [6]), and ℎ > 30 𝑊𝑊
𝑚𝑚2𝐾𝐾 (cf. Fig. 3) is the 

convective heat transfer coefficient. The heat 
transfer coefficient, which depends on the 
boundary airflow, is determined with a coupled 
Reynolds-Averaged Navier-Stokes (RANS) sim-
ulation. Here, an outer rotor blade section is 
studied for a Reynolds-number of 2.5 ∗ 106 con-
sidering a DU 96-W-180 blade profile as well as 
a solar-induced blade-air temperature difference 
of 5 K.

Fig. 3 shows the calculated heat transfer coeffi-
cient for two different blade angles of attack 
(𝐴𝐴𝐴𝐴𝐴𝐴) over the chord-normalized position x/c.
The laminar-turbulent transition is at 𝑥𝑥

𝑐𝑐 = 0.25 for
an AOA of 4° and at 𝑥𝑥

𝑐𝑐 = 0 for an AOA of 18°. 

Fig. 3: Reynolds-Averaged Navier-Stokes (RANS) 
simulation of the heat transfer coefficient on a rotor 
blade profile at a Reynolds number of 2.5 ⋅ 106.

Considering the relative position 𝑥𝑥
𝑐𝑐 = 0.25, a

change of the AOA thus leads to a change of 
heat transfer and therefore results in a step re-
sponse of the surface temperature of the mate-
rial that is simulated and shown in Fig. 4. The
surface temperature declines after the boundary 
airflow has changed to turbulent. Already after 
𝑡𝑡𝐶𝐶𝐶𝐶𝐺𝐺 = 50 ms, the temperature difference is 
higher than the NETD given by the camera man-
ufacturer InfraTec, which promises a theoreti-
cally reachable temporal resolution well below 
one second.

Fig. 4: Step response of the temperature after a 
boundary flow change from laminar to turbulent

Conclusion and outlook
The presented simulation results show that it is 
possible to thermographically visualize changes 
of the airflow with a contrast-to-noise ratio > 1
already 50 ms after a sudden change in the 
boundary airflow conditions. Furthermore, a co-
rotating measurement system is realized for the 
first time that enables continuous thermographic 
images with a sampling period of 4 ms during the 
turbine revolutions and, hence, possibly facilitat-
ing measurements of flow changes close to the 
estimated temporal resolution limit.

The planned future research work is the use of
the thermal images of the co-rotating platform to 
visualize position changes of the laminar-turbu-
lent platform by means of DIT. 
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Fig. 2: 2D model of rotor blade

Convection is assumed to be the dominant heat
transfer mechanism, which is supported by the
fact that the Biot number is higher than one:

𝐵𝐵𝐵𝐵 = ℎ𝐿𝐿𝑠𝑠
𝑘𝑘𝑠𝑠

≥ 1.7 , (1)

where 𝐿𝐿𝑠𝑠 = 2 cm is the layer thickness, 𝑘𝑘𝑠𝑠 =
0.36 𝑊𝑊

𝑚𝑚⋅𝐾𝐾 is the weighted averaged thermal con-
ductivity (𝑘𝑘𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 = 0.38 𝑊𝑊

𝑚𝑚⋅𝐾𝐾 [5], kPU =
0.226 W

m⋅K [6]), and ℎ > 30 𝑊𝑊
𝑚𝑚2𝐾𝐾 (cf. Fig. 3) is the 

convective heat transfer coefficient. The heat 
transfer coefficient, which depends on the
boundary airflow, is determined with a coupled
Reynolds-Averaged Navier-Stokes (RANS) sim-
ulation. Here, an outer rotor blade section is
studied for a Reynolds-number of 2.5 ∗ 106 con-
sidering a DU 96-W-180 blade profile as well as
a solar-induced blade-air temperature difference 
of 5 K.

Fig. 3 shows the calculated heat transfer coeffi-
cient for two different blade angles of attack
(𝐴𝐴𝐴𝐴𝐴𝐴) over the chord-normalized position x/c.
The laminar-turbulent transition is at 𝑥𝑥

𝑐𝑐 = 0.25 for
an AOA of 4° and at 𝑥𝑥

𝑐𝑐 = 0 for an AOA of 18°. 

Fig. 3: Reynolds-Averaged Navier-Stokes (RANS)
simulation of the heat transfer coefficient on a rotor
blade profile at a Reynolds number of 2.5 ⋅ 106.

Considering the relative position 𝑥𝑥
𝑐𝑐 = 0.25, a

change of the AOA thus leads to a change of 
heat transfer and therefore results in a step re-
sponse of the surface temperature of the mate-
rial that is simulated and shown in Fig. 4. The
surface temperature declines after the boundary
airflow has changed to turbulent. Already after
𝑡𝑡𝐶𝐶𝐶𝐶𝐺𝐺 = 50 ms, the temperature difference is
higher than the NETD given by the camera man-
ufacturer InfraTec, which promises a theoreti-
cally reachable temporal resolution well below
one second.

Fig. 4: Step response of the temperature after a
boundary flow change from laminar to turbulent

Conclusion and outlook
The presented simulation results show that it is
possible to thermographically visualize changes
of the airflow with a contrast-to-noise ratio > 1
already 50 ms after a sudden change in the 
boundary airflow conditions. Furthermore, a co-
rotating measurement system is realized for the
first time that enables continuous thermographic
images with a sampling period of 4 ms during the
turbine revolutions and, hence, possibly facilitat-
ing measurements of flow changes close to the 
estimated temporal resolution limit.

The planned future research work is the use of
the thermal images of the co-rotating platform to
visualize position changes of the laminar-turbu-
lent platform by means of DIT. 
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Summary:

This study presents advancements in a clamp-on flow metering apparatus based on the magnetic flow 
metering procedure, with a focus on its non-invasive capabilities for the measurement of fluid flow across 
diverse pipe materials. The proposed metering methodology leverages novel optically pumped magne-
tometers (OPM), facilitating precise flow detection without disturbing the fluid dynamics of the system. 
We provide a detailed description of the essential components, including the pre-polarization magnet 
and the low-field nuclear magnetic resonance (NMR) region for signal preparation. This research repre-
sents a pivotal contribution to the ongoing evolution of the magnetic flow metering procedure, advancing 
its readiness for industrial application.

Keywords: Flow Metering, Non-Invasive, Quantum Sensing, Clamp-On, Magnetometry, NMR

Motivation
Clamp-on flow metering devices have emerged 
as crucial tools in the process industry, offering 
a non-invasive and efficient means to measure 
fluid flow. These devices provide significant ad-
vantages over traditional flow measurement 
techniques, including ease of installation, mini-
mal maintenance requirements, and the ability to 
measure a wide range of fluid types without dis-
rupting the flow or requiring system shutdowns
[1, 2]. As industries strive for greater accuracy 
and reliability in their processes, the integration
of clamp-on flow meters can enhance opera-
tional efficiency and reduce costs.
Our newly invented magnetic flow metering pro-
cedure [3, 4], which allows for a non-invasive 

flow detection with novel optically pumped mag-
netometers (OPM) through steel and plastic pipe 
materials [5], is constantly developed further to 
reach its full potential eventually [6]. In this arti-
cle, we will outline our latest research achieve-
ments related to a clamp-on flow metering de-
vice based on this magnetic flow metering pro-
cedure. By leveraging the advantages of clamp-
on technology described above, this method is 
particularly well-suited for non-invasive flow 
measurement, paving the way for its industrial 
applications.
The aim of our research presented is to develop 
clamp-on versions of the devices required for 
magnetic flow metering and to evaluate their per-
formance against a stationary laboratory setup 

Fig. 1. Time-of-flight based measurement of a flow velocity. a) The fluid is magnetized by a strong magnet. b) A short 
and resonant RF pulse is applied to the fluid which creates a “notch” in a magnetized background. c) This notch is 
monitored by OPM downstream. The flow velocity is simply given by path over time where the timing information is 
given by the creation and detection of the notches.
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and a commercial flow meter. The essential 
clamp-on devices include a pre-polarization 
magnet, a low-field nuclear magnetic resonance 
(NMR) region for signal preparation, and a mag-
netic shield that houses an optically pumped 
magnetometer (OPM) for signal detection. Alt-
hough essential for the final apparatus, the OPM 
housing design is not yet complete at the time of 
this proceedings release; however, it is de-
scribed in as much detail as possible. 

Materials and Methods 
Fig. 1 provides a schematic overview of the mag-
netic flow metering procedure. Short radiofre-
quency pulses are applied to a magnetically pre-
polarized fluid. The local changes in the mag-
netic background field, detected by magnetome-
ters positioned downstream, serve as 
timestamps for measuring the flow velocity in a 
time-of-flight fashion. 
The design principle for the clamp-on Halbach 
magnet is shown in Fig. 2. The pre-polarization 
magnet is modelled after the research on clamp 
on magnetic systems in [7]. There, a new mag-
netic orientation design of a Halbach magnet al-
lows for a forceless opening and closure of the 
magnet system, which is crucial for a simple op-
eration in the field. 
The RF interaction region and the detection re-
gion where the OPM is located must be magneti-
cally enclosed to eliminate stray fields. To con-
struct a clamp-on magnetic enclosure a press-on 
design of two half shells of mu metal around the 
pipe is used. Pressing the shells together en-
sures the connectivity of the mu-metal enclosure 
components. Separate enclosures are con-
structed for each region. The RF enclosure con-
tains a built-in coil system to maintain a constant 
magnetic background field necessary for RF 
pulsing. Additionally, a clamp-on RF coil is fabri-
cated using PCB manufacturing techniques. 

Results 
The design of the clamp-on Halbach magnet is shown 
in Fig. 3. This magnet system is operated 

Fig. 3. Clamp-On Halbach system. In (a), a total view 
with opening levers is depicted. It consists of half 
shells which house trapezoid neodymium magnets. In 
(b), a close-up of a half shell is shown. The housed 
magnets are shifted outwards for an overview. The 
yellow ring is the hinge cylinder. 

using two levers mounted on the exterior of the 
neodymium magnet housing. By pulling the lev-
ers apart, the half-shell magnet housing opens, 
allowing for effort-less deinstallation from the 
pipe due to the magnet’s orientation. The mag-
netic field inside the Halbach system points per-
pendicular to the symmetry axis as the example 
shown in Fig. 2. The magnet system measures 
416 mm in length and 86 mm in diameter. The 
modular construction enables the adjustment of 
the polarization length by adding or removing 
half shells from the magnet system. 
The design of the RF magnetic enclosure is 
shown in Fig. 4. It has two layers mu metal 
pressed-on perpendicular to the symmetry axis 
and screws on both sides lock the layers into 
place. The enclosure measures 283 in length, 
135 mm in diameter and has a simulated shield-
ing factor on the order of 103. The inner coil sys-
tem for RF pulsing and background field gener-
ation cannot be shown at the current develop-
ment stage. The enclosure is manufactured by 
Sekels GmbH, Germany. 
Although having more layers of mu metal and, 
thus a higher shielding factor, the magnetic en-
closure for the OPM is manufactured in a similar 

Fig. 2. Schematic arrangement of a clamp-on Halbach 
magnet with magnet orientation in open (a) and closed 
(b) depiction. The opening geometry allows for force 
free access. Image adjusted from [7], Fig. 3.
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and a commercial flow meter. The essential
clamp-on devices include a pre-polarization
magnet, a low-field nuclear magnetic resonance 
(NMR) region for signal preparation, and a mag-
netic shield that houses an optically pumped 
magnetometer (OPM) for signal detection. Alt-
hough essential for the final apparatus, the OPM 
housing design is not yet complete at the time of 
this proceedings release; however, it is de-
scribed in as much detail as possible.

Materials and Methods
Fig. 1 provides a schematic overview of the mag-
netic flow metering procedure. Short radiofre-
quency pulses are applied to a magnetically pre-
polarized fluid. The local changes in the mag-
netic background field, detected by magnetome-
ters positioned downstream, serve as
timestamps for measuring the flow velocity in a 
time-of-flight fashion.
The design principle for the clamp-on Halbach
magnet is shown in Fig. 2. The pre-polarization
magnet is modelled after the research on clamp
on magnetic systems in [7]. There, a new mag-
netic orientation design of a Halbach magnet al-
lows for a forceless opening and closure of the
magnet system, which is crucial for a simple op-
eration in the field.
The RF interaction region and the detection re-
gion where the OPM is located must be magneti-
cally enclosed to eliminate stray fields. To con-
struct a clamp-on magnetic enclosure a press-on
design of two half shells of mu metal around the 
pipe is used. Pressing the shells together en-
sures the connectivity of the mu-metal enclosure
components. Separate enclosures are con-
structed for each region. The RF enclosure con-
tains a built-in coil system to maintain a constant
magnetic background field necessary for RF
pulsing. Additionally, a clamp-on RF coil is fabri-
cated using PCB manufacturing techniques.

Results
The design of the clamp-on Halbach magnet is shown
in Fig. 3. This magnet system is operated

Fig. 3. Clamp-On Halbach system. In (a), a total view
with opening levers is depicted. It consists of half
shells which house trapezoid neodymium magnets. In
(b), a close-up of a half shell is shown. The housed
magnets are shifted outwards for an overview. The
yellow ring is the hinge cylinder.

using two levers mounted on the exterior of the 
neodymium magnet housing. By pulling the lev-
ers apart, the half-shell magnet housing opens,
allowing for effort-less deinstallation from the
pipe due to the magnet’s orientation. The mag-
netic field inside the Halbach system points per-
pendicular to the symmetry axis as the example 
shown in Fig. 2. The magnet system measures
416 mm in length and 86 mm in diameter. The 
modular construction enables the adjustment of
the polarization length by adding or removing
half shells from the magnet system.
The design of the RF magnetic enclosure is
shown in Fig. 4. It has two layers mu metal
pressed-on perpendicular to the symmetry axis
and screws on both sides lock the layers into
place. The enclosure measures 283 in length,
135 mm in diameter and has a simulated shield-
ing factor on the order of 103. The inner coil sys-
tem for RF pulsing and background field gener-
ation cannot be shown at the current develop-
ment stage. The enclosure is manufactured by
Sekels GmbH, Germany.
Although having more layers of mu metal and,
thus a higher shielding factor, the magnetic en-
closure for the OPM is manufactured in a similar 

Fig. 2. Schematic arrangement of a clamp-on Halbach
magnet with magnet orientation in open (a) and closed 
(b) depiction. The opening geometry allows for force
free access. Image adjusted from [7], Fig. 3.

fashion as the RF magnetic enclosure but with-
out a coil system in plan. 

Fig. 4. Cross-sectional view of the clamp-on design for 
the interaction region enclosure. The magnetic field 
and RF coils are not depicted. The flow pipe is in-
tended to run horizontally. Image provided by Sekels 
GmbH. 

Discussion 
This study presents advancements in clamp-on 
magnetic flow metering technology, emphasiz-
ing its non-invasive capabilities for measuring 
fluid flow in various pipe materials. By employing 
OPM, our method enables precise flow detection 
without disrupting the fluid dynamics, which is 
crucial for maintaining operational efficiency in 
industrial applications. 
Our findings indicate that the clamp-on device, 
particularly the Halbach magnet design, allows 
for easy installation and removal, thus minimiz-
ing downtime. This reinforces the potential of our 
system to enhance measurement reliability while 
reducing maintenance needs. 
The research contributes to the ongoing evolu-
tion of magnetic flow metering technology, show-
ing promise for broader industrial applications. 
Continued development will focus on designing 
the OPM magnetic enclosure design and field 
tests when the apparatus is ready. 

In conclusion, our clamp-on magnetic flow me-
tering solution represents a pivotal step toward 
the industrial use as more efficient, accurate, 
and non-invasive flow measurement systems, 
aligning with the industry's increasing demands 
for sustainability and operational efficiency. 
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Summary: 
In-memory computing (IMC) has gained significant attention in recent years, particularly in the context 
of energy-efficient sensor systems and the emerging field of ultra-low power and Tiny Machine Learning 
(TinyML).[3-4] In this work the capability of an SRAM memory to process Machine Learning algorithms 
for Sensor-Intelligence Devices (SID) could be demonstrated. 

Keywords: SRAM, Machine learning processing, compute in memory, mixed-signal computing, ana-
log in-memory computing   

Background, Motivation and Objective 
Intelligent sensor-systems are revolutionizing 
data processing by integrating AI directly into 
sensor systems, enabling real-time analysis and 
decision-making at the edge. Unlike traditional 
sensors, SIDs fuse multi-modal data, leverage 
neuromorphic computing, and utilize in-memory 
processing to maximize efficiency [1]. 
Techniques like compressed sensing and 
TinyML are enhancing this capability in reducing 
power-consumption and maintaining a high 
performance. Energy-efficient AI processors 
play a crucial role in advancing SIDs, particularly 
for edge computing. Innovations such as low-
power NPUs, quantization, and sleep-mode 
optimization are enabling AI inference on 
battery-powered devices. Also extending 
operational lifetimes in remote and power-
constrained environments. Near-sensor-
computing is transforming industries such as 
material testing, manufacturing, healthcare, 
defense, and civilian security. In industrial 
applications, they enable predictive 
maintenance and automated defect detection, 
reducing downtime and improving quality 
control. In healthcare, wearable SIDs can 
provide real-time diagnostics. Deploying 
intelligent sensor-systems in remote and 
inaccessible locations presents challenges, 
including energy constraints, intermittent 
connectivity, and harsh environmental 
conditions. Advances in low-power design, 

Figure 1 Picture of the chip. It includes the SRAM 
memory with its peripheral components 

Figure 2 Eddy current transceiver, ASIC-PCB and 
completely stacked sensor-system 
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processing to maximize efficiency [1]. 
Techniques like compressed sensing and 
TinyML are enhancing this capability in reducing
power-consumption and maintaining a high
performance. Energy-efficient AI processors
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for edge computing. Innovations such as low-
power NPUs, quantization, and sleep-mode
optimization are enabling AI inference on
battery-powered devices. Also extending
operational lifetimes in remote and power-
constrained environments. Near-sensor-
computing is transforming industries such as
material testing, manufacturing, healthcare, 
defense, and civilian security. In industrial
applications, they enable predictive 
maintenance and automated defect detection,
reducing downtime and improving quality
control. In healthcare, wearable SIDs can
provide real-time diagnostics. Deploying 
intelligent sensor-systems in remote and
inaccessible locations presents challenges, 
including energy constraints, intermittent 
connectivity, and harsh environmental
conditions. Advances in low-power design, 

Figure 1 Picture of the chip. It includes the SRAM
memory with its peripheral components

Figure 2 Eddy current transceiver, ASIC-PCB and
completely stacked sensor-system

LPWAN communication, and self-diagnostic 
capabilities ensure long-term autonomous 
operation. By processing data locally, SIDs re-
duce cloud dependency, enhance privacy, and 
enable AI to function reliably in real-world, 
power-sensitive applications. These innovations 
pave the way for a new era of pervasive, low-
energy AI, making intelligent systems more ac-
cessible and sustainable across diverse indus-
tries [2]. 

Description of the New Method or System 
This work introduces a novel 6T-SRAM-based 
In-Memory Computing (IMC) method imple-
mented in a 180nm technology node shown in 
Fig.1. The key innovation lies in the analog com-
putation within the memory of the SRAM by inte-
grating 128 polysilicon Digital-to-Analog Con-
verters (DACs) near the memory. This enables 
data processing, in terms of efficient multiply an 
accumulate operations, with a minimal footprint, 
low power consumption, and high energy effi-
ciency shown in Fig.4. The DAC generate an an-
alog voltage, that modulates the conductance of 
pass transistors, effectively performing element-
wise multiplication. The charge from all bitcells of 
the memory is then accumulated across the bit-
line. The voltage measured by the comparators 
at the bitlines is then used as activation function. 
The proposed method is designed for real-time 
sensor data classification, specifically targeting 
eddy current sensor systems. The classification 
process is executed directly within the SRAM, 
leveraging an in-memory algorithm that pro-
cesses sensor data collected from an eddy-cur-
rent transceiver Fig.2. The system incorporates 
an FPGA for signal preprocessing and sensor 
excitation, utilizing a transceiver to measure im-
pedance variations across different materials. 
This approach offers significant advantages in 
performance density and energy efficiency. This 
new IMC approach paves the way for energy-ef-
ficient, high-performance machine-learning ap-
plications in embedded sensor systems. 

Results 
The SRAM-based In-Memory Computing (IMC) 
accelerator successfully classified real-world 
sensor data for nondestructive testing (NDT) us-
ing eddy currents. The fabricated chip achieves 
3.2 TOPS/mm², while simulations of the 16kb 
IMC core predict 45 TOPS/W at 50 MHz. Exper-
imental validation at 5 MHz confirms an energy 
efficiency of 3.4 TOPS/W. The system, including 
a sensor setup and computer interface for data 
storage, was tested with an external 5 MHz clock 
controlling the digital processing. The classifica-
tion task demonstrated 98% accuracy in distin-
guishing different materials using multiple da-
tasets across various bitlines. The measured 
power consumption of the chip averaged 48 mW, 

with an energy efficiency of 3.4 TOPS/W. Train-
ing all bitlines using an external PC took 1700 
seconds per bitline over 20 iterations. For infer-
ence, the primary source of power consumption 
was identified as the DACs, leading to an opti-
mized design that reduces DAC power con-
sumption by a factor of 25, targeting a maximum 
current of 1 mA. This new version is currently un-
der fabrication. The DAC power consumption 
varies based on the input signal due to the cur-
rent drawn by the R2R ladder DACs, which de-
pends on the digital input code. While larger 
DACs can reduce power consumption, they in-
crease the overall chip size. However, using pol-
ysilicon resistors ensures high output linearity, 
making this design an effective trade-off. A key 
advantage of this approach is that standard 
memory components are repurposed for compu-
tation, enabling direct processing within memory 
rather than limiting the system to conventional 
read/write operations. 

Conclusion 
This work presents a high-performance IMC ar-
chitecture that can be used for real-life datasets 
for eddy current testing while reaching an energy 
efficiency of 3.4 TOPS/W with a small area over-
head, in concern of the integrated 128 DACs, of 
about 6% of the total chip area successfully im-
plemented in different industrial projects, such as 

Figure 3 Overview of the chip specification and 
measurements 

Figure 4 In-Memory Computing Technique within 
SRAM Memory 
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for the investigation of load and the motion of 
wall anchors via accurate position- and distance 
measurements. Results in research projects for 
the determination of the humidity of concrete at 
bridges leading to structural damages like corro-
sion at the reinforcement or spalling due to vol-
ume increase are not yet available but look very 
promising. 
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for the investigation of load and the motion of
wall anchors via accurate position- and distance
measurements. Results in research projects for
the determination of the humidity of concrete at 
bridges leading to structural damages like corro-
sion at the reinforcement or spalling due to vol-
ume increase are not yet available but look very
promising.
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Summary:
We present innovative approaches to develop novel sensor-intelligence devices for scaling up and 
standardizing the production of complex human induced pluripotent stem cells and their derivatives (e.g., 
neural cells). Preliminary results for the optical at-line sensors show good performance results for clas-
sification and segmentation of stem cell aggregates.

Keywords: deep learning, potentiostat, spheroids, embedded vision, process analytical technology

Motivation and Objectives
The quality-assured and reproducible production 
of complex cell models derived from induced plu-
ripotent stem cells (iPSCs) is a fundamental pre-
requisite for the successful transfer of these 
models in e.g., drug development pipelines of 
pharmaceutical industry as well as cell therapy
in clinical applications. Our research is pursuing 
several highly demanded approaches to develop 
new sensor-intelligence devices for scaling up 
and standardizing the production of complex 
iPSC-based three-dimensional (3D) cell models,
known as spheroids or organoids.

The various approaches are to be integrated into 
a standard commercial suspension bioreactor 
system “CERO 3D Incubator & Bioreactor” 
(OMNI Life Science GmbH & Co KG, Bremen, 
Germany), which is commonly used for the culti-
vation of iPSC-derived 3D cell aggregates. The 
system does not yet measure parameters di-
rectly in the bioreactor tubes, except pH. This 
means that no statements can be made about 
e.g., glucose or lactate concentration, dissolved
oxygen or other values relevant to spheroid mat-
uration. Furthermore, quality control of the sphe-
roids is a manual, invasive, time-consuming and
user-dependent process. The concept of our
sensor-intelligence device considering the fol-
lowing objectives:

• Scalable parallelization and automation of pro-
duction processes for 3D cell cultures.

• Optimized cultivation and expansion of sensi-
tive cell models, such as human iPSCs, and

their differentiation into cardiomyocytes, neu-
rons or lung cells using online sensors.

• AI-supported, non-invasive assessment of cell
cultures (e.g. size, growth curve, morphology)
during the ongoing production process, possi-
bly with the option of feedback-control.

• Data connectivity and integration into quality
assurance systems or laboratory information
management systems by implementing stan-
dardized interfaces and protocols.

System Architecture
Our system employs optical and electrochemical
sensors. Optical sensors capture morphological 
information of spheroids (e.g. size, shape, homo-
geneity), while electrochemical sensors meas-
ure characteristics of the medium (e.g. pH, dis-
solved oxygen, glucose / lactate). By combining 
this heterogeneous data, we plan to further as-
sist biologists in the production of 3D cell cul-
tures and to potentially fully automate the pro-
cess in the future. Fig. 1 shows the demonstrator 
of the modified commercial bioreactor with inte-
grated sensor intelligence. 

Optical sensors are either integrated directly in-
side the incubator space (i.e. in-line) to monitor 
the spheroids inside the rotating tubes [1] or 
used at-line by attaching a microfluidic system to 
the bioreactor, where a microscope captures im-
ages of the spheroids drawn from the tubes [2].
Extraction of the spheroids is done by a special 
adapter with sterile metal straws which is in-
serted through a modified lid into the bioreactor.
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Fig. 1. Modified “CERO 3D Incubator & Bioreactor” 
with integrated sensor intelligence. 

A peristaltic pump gently transfer the spheroids 
out of the tubes through a transparent micro-
channel, where images are taken for subsequent 
classification and analysis, and back to the 
tubes. Two separate deep learning models 
based on the YOLO5 (You Only Look Once) and 
YOLO8 architectures [3, 4] were trained respec-
tively for these two types of optical sensors to 
detect, classify, and segment the spheroids. The 
results of the models are used to calculate mor-
phological characteristics. 

Electrochemical sensors are integrated inside 
the bioreactor tubes by the same adapter, which 
is employed for the spheroid extraction. Highly 
integrated measurement electronics with wire-
less data interface and four high-precision poten-
tiostat circuits measures up to five parameters 
simultaneously (temperature, pH, glucose, lac-
tate, and dissolved oxygen) per rotating tube. 
Sensor data is transmitted via Bluetooth Low En-
ergy (BLE). Fig. 2 shows the compact measure-
ment electronics with a diameter of 30 mm. Al-
ternatively, the sensors are implemented into the 
microfluidic system leading to the at-line analy-
sis. However, we focus on results for the optical 
at-line sensor in this paper. 

Fig. 2. Electrochemical meas-
urement electronics with four 
potentiostat circuits and BLE 
interface. 

Validation 
The trained machine learning (ML) model for the 
optical at-line sensor processes each image in 
roughly 16 ms (± 6 ms), allowing the microscope 
camera to operate at around 40 FPS. Thus, the 
system can, in its current setup, process 5 ml 
sample volume per minute. Mean average preci-
sion at an intersection over union threshold of 
0.50 (mAP50) of the trained model is 0.68. 
Throughout the process, the system provides 
real-time updates of descriptive statistics, offer-
ing an overview of the cultivation progress. Fig. 
3 shows a visualization of the ML model’s re-
sults. To assess the potential influence of sphe-
roid transport through the peristaltic pump, we 
conducted two types of experiments: 

1. On the third day, one tube was processed,
leaving the final 10 mL untouched. This step
was repeated twice on the same day using
a tube with more than 10 mL of content. As
a result, four tubes were obtained, each
containing 10 mL of medium with spheroids.

2. In a separate experiment, 10 mL of medium
containing spheroids was pumped through
the at-line circuit and analyzed by the sys-
tem on days 3, 5, and 7.

The spheroids in all 8 tubes were then cultivated 
under standard conditions for 10 days in total. 
Fig. 3 displays spheroids from human iPSC-de-
rived neural stem cells (EBiSC cell line UKKi011-
A) after 10 days of growth. The results suggest
that the physical stress exerted by the system
does not impact the spheroids' morphology.

Fig. 3. Example of the ML model's output: classi-
fication, segmentation taken on day 10 of cultivation. 

Conclusion 
The reported outcomes indicate promising re-
sults for the optical at-line sensors. By enhancing 
the integration of our system, we will generate 
more data to further improve the performance 
and accuracy of our ML models and use hetero-
geneous data generated by the optical and elec-
trochemical sensors to achieve our previously 
stated goals. 
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Fig. 1. Modified “CERO 3D Incubator & Bioreactor”
with integrated sensor intelligence.

A peristaltic pump gently transfer the spheroids
out of the tubes through a transparent micro-
channel, where images are taken for subsequent 
classification and analysis, and back to the 
tubes. Two separate deep learning models
based on the YOLO5 (You Only Look Once) and 
YOLO8 architectures [3, 4] were trained respec-
tively for these two types of optical sensors to 
detect, classify, and segment the spheroids. The
results of the models are used to calculate mor-
phological characteristics.

Electrochemical sensors are integrated inside
the bioreactor tubes by the same adapter, which
is employed for the spheroid extraction. Highly
integrated measurement electronics with wire-
less data interface and four high-precision poten-
tiostat circuits measures up to five parameters
simultaneously (temperature, pH, glucose, lac-
tate, and dissolved oxygen) per rotating tube.
Sensor data is transmitted via Bluetooth Low En-
ergy (BLE). Fig. 2 shows the compact measure-
ment electronics with a diameter of 30 mm. Al-
ternatively, the sensors are implemented into the
microfluidic system leading to the at-line analy-
sis. However, we focus on results for the optical
at-line sensor in this paper.

Fig. 2. Electrochemical meas-
urement electronics with four 
potentiostat circuits and BLE
interface.

Validation
The trained machine learning (ML) model for the 
optical at-line sensor processes each image in
roughly 16 ms (± 6 ms), allowing the microscope 
camera to operate at around 40 FPS. Thus, the
system can, in its current setup, process 5 ml 
sample volume per minute. Mean average preci-
sion at an intersection over union threshold of
0.50 (mAP50) of the trained model is 0.68.
Throughout the process, the system provides
real-time updates of descriptive statistics, offer-
ing an overview of the cultivation progress. Fig.
3 shows a visualization of the ML model’s re-
sults. To assess the potential influence of sphe-
roid transport through the peristaltic pump, we
conducted two types of experiments:

1. On the third day, one tube was processed, 
leaving the final 10 mL untouched. This step
was repeated twice on the same day using
a tube with more than 10 mL of content. As
a result, four tubes were obtained, each 
containing 10 mL of medium with spheroids.

2. In a separate experiment, 10 mL of medium 
containing spheroids was pumped through 
the at-line circuit and analyzed by the sys-
tem on days 3, 5, and 7.

The spheroids in all 8 tubes were then cultivated
under standard conditions for 10 days in total. 
Fig. 3 displays spheroids from human iPSC-de-
rived neural stem cells (EBiSC cell line UKKi011-
A) after 10 days of growth. The results suggest
that the physical stress exerted by the system
does not impact the spheroids' morphology.

Fig. 3. Example of the ML model's output: classi-
fication, segmentation taken on day 10 of cultivation.

Conclusion
The reported outcomes indicate promising re-
sults for the optical at-line sensors. By enhancing
the integration of our system, we will generate 
more data to further improve the performance 
and accuracy of our ML models and use hetero-
geneous data generated by the optical and elec-
trochemical sensors to achieve our previously
stated goals.
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Summary:
We present a read-out technology for cardio high throughput screening of cardiac 3D tissue models. It 
is based on optical diffraction and allows non-contact, label-free and parallel operation on any 96 well 
plate formats.

Keywords: high throughput screening, cardiac tissue models, spheroid, Speckle, well plates

Background, Motivation an Objective
Pharmaceutical drug and toxicology screening 
is facing a paradigm shift today. For decades, 
compounds were tested on adherent, two-
dimensional cell cultures. As endpoint, the cel-
lular response to the respective candidate com-
pound was determined using tailored assays. In 
future, three-dimensional tissue and organ 
models will increasingly replace the simple cell 
cultures [1]. These three dimensional models 
are far more physiological and render not only 
cellular functions, but also organ function be-
yond the cellular level [2]. This opens up the 
potential, to rule out much more candidates 
(false leads) from further examination at an 
early stage, saving time, resources and subse-
quent animal tests. The most prevalent phar-
maceutical screen is evaluating compounds 
regarding their effect on the cardiac system. To 
this end, beating cardiomyocyte cell aggregates 
are exposed to drug candidates and the effect 
on the beating behavior is recorded. At present, 
confluent adherent cardiomyocyte cell cultures 
are grown on multi electrode arrays (MEA)]. But 
modern three-dimensional cardiac models are 
not suited to contact methods like MEA. Hence, 
a sensitive, contact-less read-out technology is 
needed, capable of parallel operation on multi-
wall-plates and preferably automatable.

Description of the New Method or System
Here we present an optical non-contact and 
label-free technology based on Speckle diffrac-
tion. In contrast to imaging modes, diffraction 
methods reduce the 3D information to a 2D 
pattern, eliminating the need for delicate focus-

ing and adjustments. Together with a signal 
analysis algorithm without any image rendering, 
the technology meets all requirements for high 
throughput screening (HTS) of cardiac 3D 
models [3].

The samples in the 96-well plate are illuminated 
by 96 laser diodes at a power of < 1 mW. Beam 
shaping is performed by 12×8-aperture array 
and a 12×8-lens array. Laser power may be 
adjusted individually for each well to ensure 
uniform signal amplitude over the well plate,
alternatively to create power gradients or power 
patterns.

Since diffraction obeys different optical rules as 
imaging, a camera only may record the speckle 
pattern of the well on its optical axis. Instead of 
arranging 96 cameras under the well plate, we 
use a diffusive screen for Speckle pattern pro-
jection, transforming diffraction optic into imag-
ing optics. The projection screen with 96 Speck-
le patterns may now be recorded by a single 
video camera. The video image is then seg-
mented to 96 Speckle patterns, which are then 
analyses pixel-wise before summation:

(1)

The simple data processing allows to record the 
ΔD(t) of all 96 wells in parallel at a rate up to 50 
Hz using a standard notebook computer.
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Results 
The technology was tested using spheroids of 
cardiomyocytes derived from induces pluripo-
tent stem cells (hiPSC). Such spheroids are 
very basic heart muscle tissue models, exhibit-
ing cardiac contractions at rates around 1 Hz. 
They consist of approximately 10.000 cells and 
are about 400 µm µm in diameter. 

Fig. 1. 12×8 segmentation of the video signal into 
96 individual Speckle patterns. The centered patterns 
appear brighter due to the angular dependence of 
diffuser scattering properties. 

As a first result, the camera image displays 
appropriate Speckle patterns from the entire 
well plate. Slight dislocations of the well plate 
do not compromise the dynamic signal. The 
segmentation of the video signal works well and 
the contractions of the cardiac tissue models 
lead reliably to nicely modulated ΔD(t) readings. 

Fig. 2. Parallel in-line recording of ΔD(t) from all 
samples of the well plate. Some samples are inactive 
in this example, the beating frequencies vary signifi-
cantly between the channels. 

In order to extract the beating frequency of car-
diac tissue model we calculate a frequency 
spectrum using Fast Fourier Transformation 
(FFT) and fit an error function to the data. 
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Fig. 2. A section of a ΔD(t) data set and the respec-
tive frequency spectrum. 

The technology proved to be capable of sensi-
tive HTS on modern cardiac 3D tissue models. 
The parallel operation and the insusceptibility to 
spatial dislocations, as well as the low require-
ments to data processing resources make the 
technology an ideal candidate for automated 
screening workflows. 
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Results
The technology was tested using spheroids of 
cardiomyocytes derived from induces pluripo-
tent stem cells (hiPSC). Such spheroids are 
very basic heart muscle tissue models, exhibit-
ing cardiac contractions at rates around 1 Hz.
They consist of approximately 10.000 cells and
are about 400 µm µm in diameter.

Fig. 1. 12×8 segmentation of the video signal into
96 individual Speckle patterns. The centered patterns
appear brighter due to the angular dependence of
diffuser scattering properties.

As a first result, the camera image displays
appropriate Speckle patterns from the entire
well plate. Slight dislocations of the well plate 
do not compromise the dynamic signal. The 
segmentation of the video signal works well and 
the contractions of the cardiac tissue models
lead reliably to nicely modulated ΔD(t) readings.

Fig. 2. Parallel in-line recording of ΔD(t) from all
samples of the well plate. Some samples are inactive
in this example, the beating frequencies vary signifi-
cantly between the channels.

In order to extract the beating frequency of car-
diac tissue model we calculate a frequency
spectrum using Fast Fourier Transformation
(FFT) and fit an error function to the data.
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The technology proved to be capable of sensi-
tive HTS on modern cardiac 3D tissue models. 
The parallel operation and the insusceptibility to 
spatial dislocations, as well as the low require-
ments to data processing resources make the 
technology an ideal candidate for automated 
screening workflows.
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Summary:
A condition monitoring and predictive maintenance testing system, called Modular AUtarkic Sensor
platform (MAUS), is presented. Various applications are demonstrated and an outlook is given into 
further developments.
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Background, Motivation an Objective
Non-destructive approaches for the continuous 
monitoring of structures and components pro-
vide important information about their condition, 
service life and safety during operation. Espe-
cially in the area of critical infrastructure, excep-
tional situations in the form of impact events 
and dynamic processes - which cannot always 
be absorbed constructively - also influence the 
operating status of technical systems, which 
consequently require an as-built examination at 
regular intervals as part of Smart Predictive 
Maintenance models. Additional overlapping 
external influences such as extreme weather 
conditions, which can lead to age-related dam-
age such as corrosion, or dynamic alternating 
loads, which can lead to material changes due 
to fatigue, require the recording and evaluation 
of relevant condition data in order to derive a 
damage assessment so that systems can be 
proactively monitored and subjected to preven-
tive maintenance.

Description of the System
To address this challenge, an innovative solu-
tion known as the Modular Autarkic Sensor 
Platform (MAUS) has been developed. This 
modular, energy-efficient, and intelligent moni-
toring system utilizes state-of-the-art microelec-
tronics to provide a plattform for many different 
sensor types, one of which uzilizes couplant-
free ElectroMagnetic Acoustic Transducers 
(EMATs) to enable ultrasound ndt testing.
MAUS is specifically designed for long-term 
monitoring of critical infrastructure components, 
primarily within the industrial and civil engineer-
ing sectors.

In order to enable combined monitoring system 
applications, the platform concept of the MAUS 
is split into different functional modules. These 
includes the base module, power supply mod-
ule for tethered or autarkic supply, communica-
tion module for Wifi, LoRaWAN etc., up to dif-
ferent sensor modules for environmental data, 
position and vibration sensors as well as for 
different non-destructive sensors including ul-
trasound or eddy current testing.

Fig. 1. Developed EMAT (left) and stacked func-
tional blocks of the MAUS platform

The developed EMAT-based system was pri-
marily designed for the local (see Fig. 2) and 
the mobile (see Fig. 3) ultrasound-based in-
spection of hard-to-access critical structures, 
such as wind turbines in the onshore and off-
shore sector or storage tanks including their in-
and outlets, within the framework of operational 
monitoring in order to ensure the operating 
condition through permanent quality monitoring.

Results
Appropriate laboratory tests were carried out to 
investigate and evaluate the resolution and 
accuracy of the ultrasound-based wall thickness 
measurement of the system. For this purpose, 
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several reference specimens of steel have been 
manufactured, covering a wall thickness range 
of 2.5 mm up to 20 mm. In other applications 
similar test results were gathered through lab 
experiments and filed validation. A long term 
experiment monitoring overhead line anchors 
on building walls shows the reliabilty of an en-
ergy-constrained system. 

Finally a high-performance multi-sensor ap-
proach is shown using fast vibration sensors 
that monitor automotive loads on driving sur-
faces. A field test setup is shown that demon-
strates mulitple systems aquiring data at high 
speeds, which are capable of evaluating the 
data at real time to reduce data throughput to 
the acquisition site. 

 

Fig. 2. Developed EMAT-SID concept applied to a 
half shell test specimen for stationary use including 
the wireless result display  

Fig. 3. Developed MAUS-SID applied to line angle 
monitoring of wall anchors with constrained power 

Conclusion 
The system developed in this work excels to a: 

• Scalable toolbox of hardware and soft-
ware components

• High adaptability of the topology of the
monitoring system

• Parameterization of the sensors to the
test object geometry and damage
mechanisms

• Sensor-related data reduction, -fusion
and adapted signal evaluation directly
in hardware

This system enables further use cases for the 
modular sensor platform combined with EMAT, 
covering applications in monitoring of critical 
infrastructure components and enhancing the 
detection of structural anomalies, assessing 
material integrity, and facilitating predictive 
maintenance to prevent catastrophic failures. 

In addition, the MAUS platform as part of re-
cently installed monitoring systems have been 
successfully implemented in different industrial 
projects, such as for the investigation of load 
and the motion of wall anchors via accurate 
position- and distance measurements [1]. Re-
sults in research projects for the determination 
of the humidity of concrete at bridges leading to 
structural damages like corrosion at the rein-
forcement or spalling due to volume increase 
[2][3] are not yet available but look very promis-
ing. 
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several reference specimens of steel have been 
manufactured, covering a wall thickness range
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similar test results were gathered through lab
experiments and filed validation. A long term 
experiment monitoring overhead line anchors
on building walls shows the reliabilty of an en-
ergy-constrained system.

Finally a high-performance multi-sensor ap-
proach is shown using fast vibration sensors
that monitor automotive loads on driving sur-
faces. A field test setup is shown that demon-
strates mulitple systems aquiring data at high
speeds, which are capable of evaluating the 
data at real time to reduce data throughput to
the acquisition site.
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Summary:
This work presents a 3D Gas Schlieren Imaging Sensor (GSIS) system. The 3D-GSIS system allows to 
construct 3-D density fields of gas flows and vehicle exhaust plumes from conventional camera images,
by using an innovative Windowed Fourier Transform-based Graphical Phase Analysis (WFT-GPA)
algorithm and state-of-the-art Optical Flow techniques to calculate and construct density fields. The 
system will be combined with advanced remote emission sensing (RES) systems to measure the direct 
concentration of pollutants in the vehicle exhaust plumes.

Keywords: background oriented schlieren imaging, BOS tomography, 3D density fields, remote
emission sensing, exhaust plume imaging

Background, Motivation and Objective
Air pollution is a significant public health issue, 
with on-road traffic emissions playing a pivotal 
role, especially in urban areas. Remote emission
sensing (RES) is an advanced method for 
monitoring emissions from thousands of vehicles 
in real-world conditions. Advanced RES systems 
use absorption spectroscopic techniques to 
determine the concentration ratios of pollutants 
relative to CO2, as this allows conclusions about 
the emissions related to fuel consumption.

To accurately measure the concentrations of 
pollutants in vehicle exhaust plumes, it is 
necessary to calculate the absorption path 
length, which refers to the extent of the exhaust 
plume in the direction of the laser beam from the 
RES system. Hence, if we can measure the size 
and extent of the exhaust plume in the direction 
of the laser beam of the RES system, we can 
measure the absolute concentration of pollutants 
according to Beer-Lambert Law [1]. The 2D Gas 
Schlieren Imaging Sensor (GSIS) System has 
been developed for qualitative and quantitative 
analysis of vehicle exhaust plumes [2]. It
supports a vertical RES system, which means a 
laser transmitter is placed above the road and 
transmits a laser beam from the top toward the 
road. 2D images of exhaust plumes from single
side only give enough information to calculate 
the laser beam's absorption path length in fixed 
setups.

This work presents a 3D-GSIS system that can 
construct the 3D density fields of vehicle exhaust 
plumes and other turbulent flows using 
background-oriented Schlieren (BOS) 
tomography. The 3D-GSIS system uses an 
advanced and efficient Windowed Fourier 
Transform-based Graphical Phase Analysis 
(WFT-GPA) and state-of-the-art Optical Flow
(OF) techniques to calculate displacement fields 
and construct density fields. With the 3-D density 
fields of exhaust plumes, we can efficiently find 
the absorption path length of the laser beam 
from any direction. 

Description of the System
The 3D-GSIS system is made of 8 cameras 
covering the angle of 160° from 0° to 160° as 
shown in Fig. 1.

Fig. 1. Road Setup of 3D-GSIS System 
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The number of cameras can be adapted on the 
working conditions and applications, to adapt 
coverage and resolution. A pattern is placed in 
front of each camera unit. The gas flow and 
vehicle exhaust plume are located in the middle 
so that the plume is in the field of view of each 
camera. Each camera captures the image of the 
pattern board with and without the flow. The 
image pair is then used to calculate the 
displacement field using WFT-GPA and OF. The 
2D line of sight integrated density fields are 
calculated using the displacement fields and 
solving the Poisson equation [3]. 3D density field 
is constructed using the tomographic 
reconstruction based on the Simultaneous 
Algebraic Reconstruction Technique (SART). 
The workflow of the 3D-GSIS system is shown in 
Fig. 2.  

Fig. 2. Workflow of 3D-GSIS System 

Results 
The 3D-GSIS system was set up in the lab and 
tested with gas flows. Initially, the system 
experimented with the gas flow containing 10% 
air and 90% CO2. The constructed 2D line-of-
sight integrated density field and 3D density field 
are shown in Fig. 3 and Fig. 4. 

Fig. 3. 2D Density Field of Gas Flow 

The 3D-GSIS system was also set up the 
Inffeldgasse campus of Graz University. It is 
being tested with passing cars. Fig. 5 and Fig. 6 
show the constructed 2D and 3D density field of 
a car's exhaust plume. 

Fig. 4. 3D Density Field of Gas Flow 

Fig. 5. 2D Density Field of Vehicle Exhaust Plume 

Fig. 6. 3D Density Field of Vehicle Exhaust Plume 
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Summary:
This article presents a gas chromatography (GC) based solution for the online detection of contaminants 
in plastics recycling. The goal is to continuously assess post-consumer recycled plastics for adaptive 
treatment by stripping odorous substances and other contaminants in a compounding step. Based on 
earlier work, an automated sample transfer to a purpose-built GC setup has been devised. Steep heating
rates and cooling rates exceeding −100 Kmin-1 allow for fast repetition of measurements and the inte-
grated GC detector enables accurate peak reconstruction for dense short-column chromatograms.

Keywords: Gas chromatography, sampling, metal oxide sensor, plastics recycling, online monitoring

Introduction
Plastics recycling makes a significant contribu-
tion to sustainability as it helps to conserve finite 
fossil resources and reduce pollution. Therefore, 
legislation and commercial interests have led to 
recent developments in many aspects of the re-
cycling loop. In order to reach the ambitious 
goals set by e.g. Directive (EU) 2018/852 [1], the 
recycling quota must be significantly increased. 
For post-consumer recycling (PCR), a major is-
sue is the contamination of the collected material 
due to content residues and cross-contamination 
from other waste. One way to leverage PCR us-
age is to closely scrutinize the material at hand, 
ideally with continuous monitoring methods.

In prior work it has been found that a great vari-
ety of substances is present in PCR plastics pro-
cessing [2], [3]. An interesting measuring loca-
tion is the vacuum degassing of an extrusion pro-
cess, such as the initial compounding or the re-
compounding steps; here, the overall conditions 
of molten material, high temperature and low 
ambient pressure force the phase change of 
contaminants to the headspace atmosphere [2].
However, this complicates the transfer of sam-
ples to the measurement system, especially 
when it needs a pressure gradient or tempera-
ture variation as it is the case with gas chroma-
tography (GC) setups. The occurring phase tran-
sitions have been investigated [2] and a concept 
has been devised [3] and realized [4] to enable 
an online monitoring of relevant contaminants.

Materials and Methods
One main aspect of the sampling and measure-
ment setup presented [4] is the need for fast tem-
perature modulation of the system components. 
This includes the condensation/evaporation, ad-
sorption/desorption parts as well as the GC oven 
and the detector; others can be stationarily tem-
pered, e.g. valve blocks and connections. Heat-
ing can be accelerated by adding heating power
when homogenous temperature spreading can 
be ensured [5]; however, temperature descents 
must be similarly enforced. This is realized by 
the integration of internal liquid cooling for all rel-
evant parts. The cooling fluid is pre-cooled at
−15 °C to reset starting conditions within 60 s
from the components’ maximum temperature,
requiring cooling rates beyond −100 Kmin-1. The
complexity of the automated setup requires that
an industrial PLC (programmable logic control)
replaces the self-made control from the setup [2],
which also enables future integration into the au-
tomation context of the processing machine.

At the heart of the GC setup, a radiation heated 
oven accommodates a capillary column of 0.5 m
to 5 m length and is equipped with twofold cool-
ing capabilities (air exchange and fluid cooling) 
and an integrated detector to prevent cold zones
on the column. Low thermal mass and adjustable 
insulation allow for fast thermal ramps [4]. The 
use of a self-heating [6] or micromachined col-
umn [7] known from other fast and sensor GC 
applications was dismissed: Using the same 
FFAP as in the laboratory analyses allows to 

DOI 10.5162/SMSI2025/C3.2



SMSI 2025 Conference – Sensor and Measurement Science International 146

maintain comparability with those analyses. 
Also, the focus in the current application is robust 
operation, rather than miniaturization.  

Fig. 1. Cross-section of the integrated detector in the 
GC oven. Makeup gas (top left) and eluents from the 
capillary column (top right) are applied directly to the 
gas sensor (bottom left). 

Regarding the detector, metal oxide semicon-
ductor (MOS) gas sensors have been found suit-
able as GC detectors, especially for fast GC set-
ups with short gas peaks [8]. Certain aspects are 
crucial for effective detection, such as the gas 
transfer from the column to the sensing layer. 
Based on the approach shown in [9], the oven-
integrated detector of Fig. 1 has a tailored nozzle 
that brings eluents and makeup gas directly to 
the sensing layer. As illustrated in Fig. 2 for a 
GGS 1330 (Umweltsensortechnik GmbH, Gera-
tal, Germany), the resulting concentration profile 
at the sensor enables accurate peak reconstruc-
tion. Adding dead volume between column and 
sensor results in a significantly poorer gas profile 
as shown for the outlet of the sensor chamber. 

Fig. 2. COMSOL simulated peak concentrations in the 
column (left y-axis), on the sensing layer and at the 
sensor chamber exhaust (both right axis). Right y-axis 
scaled 10-fold to consider dilution by make-up gas. 

The nozzle is exchangeable to adapt to various 
sensors. Fitting sensor boards have been made 
for analog thick-film and thin-film sensors as well 
as recent types with integrated digital interface.  

Results and Outlook 
The novel setup presented combines a complex 
process sampling method exploiting phase tran-
sition processes and an integrated GC oven with 

MOS sensor detector. This provides a fast and 
cost-efficient solution for the current task of con-
taminant monitoring in PCR plastics and will be 
demonstrated in on-site experiments at the com-
pounding extruder. The setup also allows for ex-
tensive research on implementation details and 
adaptation to emerging applications. 
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Summary: Due to their perturbation-sensitive, tunneling-based charge transport, hybrid composite networks
from molecularly stabilized and cross-linked metal nanopaticles are highly suited for the resistive detection of
volatile organic compounds (VOCs). Herein we discuss recent investigations on the dynamic responses of such
nanocomposite-based sensors, which are related to molecular transport phenomena. We further discuss the
beneftis of employing dynamic features for the analysis of VOC mixtures and new integration schemes that en-
able chromatographic thin film VOC sensors for improved recognition of VOCs in complex mixtures.

Keywords: VOC sensors, gas sensors, metal nanoparticles, hybrid materials, sensor response dynamics

Chemiresistive sensing using metal nanopar-
ticle composites[1] is enabled by the their highly
perturbation-sensitive[2] charge transport mech-
anism, which is based on thermally activated
inter-particle tunneling.[3, 4] The conductivity σ
of metal nanoparticle networks is well-described
by equation 1, where δ denotes the inter-particle
distance, β the tunneling decay constant, EA the
charge transport activation energy, k the Boltz-
mann constant and T the temperature.

σ ∝ e−βδe
−EA
kT (1)

Sorption of analytes, such as VOCs, within
the organic material separating the nanoparticles
(Figure 1a) induces swelling and consequently
an increase of the inter-particle (tunneling) dis-
tance δ. This effect, as well as sorption-induced
changes of the permittivity of the inter-particle or-
ganic matrix (these alter EA), strongly affect the
material conductivity.[3] Hence, via reading out
the resistance of a nanoparticle composite sens-
ing element, the presence of VOCs can be de-
tected with high sensitivity.

Variation of the inter-particle organic material
(ligands and cross-linkers with varying functional
groups/polarity) influences the materials’ sorp-
tion affinity and hence, their selectivity when
incorporated into sensors. Since the pioneer-
ing work by Wohltjen and Snow[1] first re-
porting chemiresistivity in ligand-stabilized gold
nanoparticle networks, tremendous research tar-
geted altering the material systems to achieve
broad variations of their selectivity and combina-
tion of different sensing elements to form sensor
arrays (electronic noses).[6, 7]

While commonly (static) response amplitudes
were used as sensing signals, the utilization of
dynamic processes caused by molecular trans-
port phenomena upon analyte sorption have

Fig. 1: a) Schematic depicting a chemiresistive
sensor based on a molecularly cross-linked gold
nanoparticle network. b) Resistive responses of a
1,6-hexanedithiol cross-linked gold nanoparticle
chemiresistor upon transient exposure (240 s) to
toluene, methylisobutylketone (MIBK) and 1-propanol
at 400 ppm in nitrogen. c) Linear discriminant
analysis of reponse data for a set of VOC, obtained
from an array of 8 nanocomposite chemiresistors,
taking into account quasi-equilibrium and dynamic
features (Figure part c is reprinted with permission
from [8]. Copyright 2021 American Chemical
Society).

been widely overlooked. In this contribution
we present our recent advances in investiga-
tion, tuning and application of metal nanoparticle
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Fig. 2: Analysis of a chemiresistor response to
transient exposure to a binary 1-butanol (280 ppm) /
octane (120 ppm) VOC mixture. A weighted sum of
transient response data previously recorded for pure
components was fitted to the experimental data.
Calculated concentrations correpsonding to the
components’ fit contributions are in good agreement
with the set concentrations of the test mixture.

composite chemiresistors’ dynamic responses.
In a recent study, we investigated the response
kinetics of dithiol cross-linked gold nanoparticle
composite chemiresistors upon exposure to a set
of VOCs.[8] Our results show that their sorption
dynamics are selective and may be tuned via
altering the composites’ nanostructure, e.g., via
using differently sized molecular cross-linkers or
nanoparticles.
Figure 1b shows exemplary responses of a
1,6-hexanedithiol cross-linked gold nanopar-
ticle chemiresistor to transient exposure to
1-propanol, toluene and methylisobutylketone
(MIBK). Because the selectivities of dynamic re-
sponse features (such as rise time or area below
transient) and quasi-equilibrium features (such
as sensor saturation response) differ, their com-
bined use in conjunction with machine learn-
ing significantly improves the ability for analyte
recognition. Figure 1c shows a linear discrim-
inant analysis (LDA) employing a chemiresistor
array of 8 sensors that was successfully used
to discriminate between a set of analytes at
varying concentrations using dynamic and quasi-
equilibrium features.

While in the above experiments pure VOCs
were targeted, applications in medical diagnosis
via breath analysis or headspace analysis in food
monitoring require discrimination between, and
analysis of complex VOC mixtures. Herein, we
present recent research on employing dynamic
features for the analysis of binary VOC mixtures.
Figure 2 exemplarily depicts a chemiresistor re-
sponse to transient exposure to a mixture of 1-
butanol and octane vapor. Fitting the response
data with a weighted sum of response transients
of the pure components yielded weights of their
contributions to the fit. Based on calibration with

the responses obtained for the pure VOCs, these
weights are in good agreement with the set con-
centrations of the analyzed mixture.
These results obtained with a single chemiresis-
tor device demonstrate that for the given set of
analytes, the responses of the individual com-
ponents of a VOC mixture do not interfere and
superimpose to a sum response. In this contri-
bution we discuss the benefits and applicability,
as well as the limits of this linear model, when
applied to a set of binary VOC mixtures.

Futher, we report current research activities
aiming at the development of thin-film chromato-
graphic gas sensor stacks. By vertical integra-
tion of multiple chemiresistive sensor layers into
a device stack, spatiotemporal sensor responses
are acquired upon entry of analytes. Hereby, re-
sponses with high information content for ma-
chine learning based analysis of analytes and
analyte mixtures are obtained.
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Fig. 2: Analysis of a chemiresistor response to
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octane (120 ppm) VOC mixture. A weighted sum of
transient response data previously recorded for pure
components was fitted to the experimental data.
Calculated concentrations correpsonding to the
components’ fit contributions are in good agreement
with the set concentrations of the test mixture.
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composite chemiresistors upon exposure to a set
of VOCs.[8] Our results show that their sorption
dynamics are selective and may be tuned via
altering the composites’ nanostructure, e.g., via
using differently sized molecular cross-linkers or
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the responses obtained for the pure VOCs, these
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These results obtained with a single chemiresis-
tor device demonstrate that for the given set of
analytes, the responses of the individual com-
ponents of a VOC mixture do not interfere and
superimpose to a sum response. In this contri-
bution we discuss the benefits and applicability,
as well as the limits of this linear model, when
applied to a set of binary VOC mixtures.

Futher, we report current research activities
aiming at the development of thin-film chromato-
graphic gas sensor stacks. By vertical integra-
tion of multiple chemiresistive sensor layers into
a device stack, spatiotemporal sensor responses
are acquired upon entry of analytes. Hereby, re-
sponses with high information content for ma-
chine learning based analysis of analytes and
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Summary:
A gas chromatography system with a metal oxide semiconductor gas sensor as detector was designed, 
built, and tested for the detection of hexanal, octanal, and acetic acid. The system consisted of a manual 
sample injection using a gas-tight syringe (100 µL) and with helium as carrier gas. A free fatty acid phase 
column (L: 15 m x OD: 0.25 mm, coating: 0.25 µm), kept in an oven at 80°C, promoted the selectivity of 
the sensor via gas separation. The sensor used for detection was a Sensirion SGP40, whose four sen-
sing layers were operated isothermally at 300°C. The system was able to measure the presence of 
individual compounds based on their retention times, specifically hexanal (RT ~70 s), octanal 
(RT: ~160 s) and acetic acid (RT: ~470 s). Sharp detector peaks were achieved from the first derivative 
of the sensor signal.

Keywords: Gas chromatography, VOC analysis, phase equilibrium, MOS sensor, system optimization

Introduction
Reducing the size and cost of gas chromato-
graphs (GCs) to portable versions is a challeng-
ing task due to their high complexity. Traditional 
GCs incorporate expensive components to han-
dle a wide range of applications and measure a
broad range of substances. To make GCs porta-
ble and affordable, one strategy is to narrow the 
focus to specific applications. By doing so, it be-
comes possible to replace high-cost compo-
nents with more affordable alternatives that can 
still provide adequate results for those specific 
scenarios.

The main objective of the current study is to con-
ceptualize and demonstrate the feasibility of a 
portable GC comprising inexpensive compo-
nents. The field of application is the measure-
ment of volatile organic compounds (VOCs) for
the analysis of polymer recyclates

For this purpose, it is necessary not only to build 
the device, but also to optimize its configuration 
by means of mathematical models that describe 
the phase equilibrium along the device, as well 
as to optimize the sensor system operation and 
data analysis. A practical approach to achieving 
this is to evaluate each stage of the GC process 
independently: Injection/sampling, separation,
and detection [1]. This abstraction provides a 
clearer view of which parts can be simplified or 
replaced.

In VOC detection, a metal-oxide-semiconductor 
(MOS) sensor can be used as a lower-cost 

alternative to more complex detectors [2]. In ap-
plications where analyte concentrations are too 
low for detection, the use of a preconcentrator
may be necessary to increase system sensitivity 
and maintain a reliable detection. This means 
that a sampling/injection system must be de-
signed and optimized to achieve the highest pre-
concentration of the substance to be analyzed.

The separation takes place inside a GC column 
coated with a stationary phase that interacts with 
the different components in the sample. The dif-
ference between these interactions causes the 
compounds to flow at different rates through the 
column, resulting in separation. The challenge is 
to achieve a separation good enough to detect 
the substances of interest while keeping costs 
low (a GC column as short as possible and a 
suitable temperature program).

In this work, we present a demonstrator for the 
simultaneous detection of selected volatiles. 

Materials and results
Helium is used as carrier gas and is introduced 
into the system through a mass flow controller 
(MFC) at a constant rate of 3 mL/min. Injection 
into the system was performed manually using a 
Hamilton gas-tight syringe, introducing a total
sample gas volume of 100 µL. The syringe was 
used to take a headspace sample from a vial 
containing a mixture of the target substances. 
The following substances were chosen for a first 
qualitative test of the system: acetic acid, octanal 
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and hexanal, which are all typical odorants in re-
cyclates [3]. 

An oven was built containing a 40 W 24 VDC 
heating element from Triangle Labs. The tem-
perature controller was a Wachendorff 
UR43838. An Agilent HP-FFAP GC column 
(L: 15 m x OD: 0.25 mm, coating: 0.25 µm) was 
installed and a sensor array SGP40 from Sensi-
rion was connected at its outlet. The sensor sys-
tem has four sensing layers, each of which de-
liver a signal. All sensor layers were held at 
300 °C and the oven was operated isothermally 
(80 °C). The system was controlled by a Sie-
mens PLC through Python using the snap7 
package (see Figure 1 and Figure 2). 

Figure 3 (left side) shows the signals emitted by 
the sensor system, with 𝑆𝑆 being defined as the 
subtraction of the raw value from the maximum 
possible raw value (𝑆𝑆 = 65535 − 𝑅𝑅).  

All four layers of the sensor show three maxima, 
showing that separation of the odorants within 
the gas mixture was successful, and the chosen 
sensor was able to detect the substances at the 
chosen concentrations. Tests with each of the 
substances individually confirmed that the peaks 
corresponded to hexanal, octanal, and acetic 
acid, respectively. Some peaks overlap (e.g., 
first sensor layer, red curve), which can make it 
difficult to measure the substances quantitatively 
or even to distinguish them. To overcome this is-
sue, a first derivative analysis is performed on 
the sensor signal. For this, the curve was 
smoothed using the gaussian_filter1d function 

from the SciPy package for Python. The first de-
rivative is shown in Figure 3 (right side). 

Outlook 
The developed system was able to separate the 
three selected substances. Further optimization 
and development work is currently in progress, 
including the design and optimization of a pre-
concentration/injection system to replace the 
manual injection, optimization of the detection 
stage, and evaluation with other analytes. 
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(right) of the system 

Figure 3: Measurement results, raw data (left) and derivative (right) 
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Summary: In this contribution, we present a novel additive manufactured capacitive sensor for slip detection with
seamless integration of object recognition and differentiation in robot grippers. The sensor consists of a measuring
electrode in combination with guarding and shielding electrodes to reduce edge effects and disruptive influences.
The results show precise slip detection through linear sensor behavior. In addition, object detection and differentia-
tion are possible.

Keywords: Robotic, capacitive sensor, slip detection, object recognition and differentiation, additive manufacturing

Introduction
Safety in robotics is one of the central issues
in shop floor scenarios with automated pro-
cesses. The interaction between robots and hu-
mans must be safe [1]. This means safe gripping
of the appropriate object and safe limitation of
the gripping force [2]. In addition, the handling
of sensitive and fragile components is essential.
The components must be gripped without dam-
age and prevented from slipping [3]. The com-
bination of force and slip is usually determined
tactilely by the coefficient of friction or by the de-
formation of the gripping surface [4]. Neither of
these methods offers the possibility to detect and
distinguish between objects. Therefore, this con-
tribution presents a novel capacitive sensor for
slip detection with additional object recognition
and differentiation. The force measurement is
performed separately as, for example, described
in Hangst et al. [5].

Working Principle
In a configuration with two parallel gripper jaws
in robotic grippers, as shown in Hangst et al.
[5], the principle of a parallel plate capacitor
is suitable as a sensor. The challenge of ca-
pacitive sensors in gripper technology is the in-
dividual freedom of movement and the associ-
ated unpredictable, disruptive influences. In ad-
dition, precise slip detection requires a homo-
geneous measuring field without edge effects.
Fig. 1a shows the real world. The influences and
edge effects can be reduced by applying guard-
ing and shielding electrodes [6]. This results in
an approximately idealized scenario according to
Fig. 1b. The model can be described by

C = ε0 εr
A

d
. (1)

- + -E⃗

(a) (b) 

+ E⃗

Fig. 1: Schematic representation of the electric field
of a capacitive sensor. a) inhomogeneous electric
field, b) homogeneous electric field.

ε0 is the dielectric constant of vacuum, εr is the
relative dielectric constant of the dielectric, d is
the distance between the electrodes, and A is
the sensor plate’s area.

Sensor Design
The capacitive sensor designed by Hangst et
al. [6] was utilized as the basis. The modifi-
cation consists of a 1 mm thick insulating layer
in the measurement area of both plates (see
Fig. 2). This allows the additional possibility of
gripping conductive parts. The sensor is utterly
3D printed except for the leads.

Experimental Setup
The experimental setup encompasses a capac-
itive sensor, an evaluation board, a PC, and
an actuator. Slip detection validation was per-
formed by pulling a 5 mm thick rectangular plas-
tic component with uniform dimensions as the
sensor out of the capacitor plates in 1 mm incre-
ments via an actuator. Capacitance measure-
ment was performed with an EVAL-AD7747 Ca-
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Fig. 2: Schematic experimental setup.

pacitance Digital Converter (CDC) with an accu-
racy of ± 10 fF and a linearity of ± 0.01 %. The
CDC has a connection for an active shielding.
The shield is connected to the guarding elec-
trodes. For a statistically significant result, 100
measurements were taken, and the mean was
calculated. The Data were analyzed in MATLAB.
The schematic experimental setup for slip detec-
tion is shown in Fig. 2.

Results and Discussion
Fig. 3 shows the theoretical and experimental re-
sults of the sensor behavior. The analytical ap-
proach for the measuring electrode was calcu-
lated according to

C(s) =
1

1
Ci

+ 1
Ca+Co

. (2)

Ci is the capacitance of the insulating layer, Ca is
the capacitance of the air volume, and Co is the
capacitance of the object. The simulation was
carried out via COMSOL 6.2. The previously un-
known relative dielectric constant of the compo-
nent was obtained from the measurements. The
value determined was 2.0, which is close to the
values found in the literature for plastics. The
sensor shows a linear behavior in the measure-
ment area (Fig. 3, region 2). Certain deviations
can be seen at the edges. The capacitance is
almost constant in the area of the guarding elec-
trodes (Fig. 3, region 1 and 2). There is an offset
between analytic / simulation and measurement
that can be ascribed to the parasitic capacitance
of the connecting wires.

The advantage of the sensor is the possibil-
ity of additional object recognition and differen-
tiation. This can be applied to handling other
sections after determining a reference value for
the capacitance in the gripped state of a compo-
nent. A comparison with the reference value indi-
cates whether or not the correct object has been
gripped. The limitations of the sensor are due
to the fact that the slip is detected after the dis-
placement, not when the displacement occurs. A
change in the component’s material properties or
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Fig. 3: Results of the analytical approach, simulation
and measurement for the slip.

geometry must also appear in the measurement
field. The ideal solution is a stepped edge. In the
case of homogeneous components, no slip can
be detected in the measurement field.

Conclusion
In this contribution, we presented an additive
manufactured capacitive sensor for slip detection
with additional object recognition and differentia-
tion. Despite the low dielectric constant of plas-
tics in the range of 2, slip detection was pos-
sible. The capacitance measurement is linear
and independent of external influences using ad-
ditional guarding and shielding electrodes. The
position of the subsequent gripper in space is ir-
relevant. An advantage of this sensor is the sup-
plementary possibility of object detection and dif-
ferentiation based on capacitance.
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pacitance Digital Converter (CDC) with an accu-
racy of ± 10 fF and a linearity of ± 0.01 %. The
CDC has a connection for an active shielding.
The shield is connected to the guarding elec-
trodes. For a statistically significant result, 100
measurements were taken, and the mean was
calculated. The Data were analyzed in MATLAB.
The schematic experimental setup for slip detec-
tion is shown in Fig. 2.

Results and Discussion
Fig. 3 shows the theoretical and experimental re-
sults of the sensor behavior. The analytical ap-
proach for the measuring electrode was calcu-
lated according to

C(s) =
1

1
Ci

+ 1
Ca+Co

. (2)

Ci is the capacitance of the insulating layer, Ca is
the capacitance of the air volume, and Co is the
capacitance of the object. The simulation was
carried out via COMSOL 6.2. The previously un-
known relative dielectric constant of the compo-
nent was obtained from the measurements. The
value determined was 2.0, which is close to the
values found in the literature for plastics. The
sensor shows a linear behavior in the measure-
ment area (Fig. 3, region 2). Certain deviations
can be seen at the edges. The capacitance is
almost constant in the area of the guarding elec-
trodes (Fig. 3, region 1 and 2). There is an offset
between analytic / simulation and measurement
that can be ascribed to the parasitic capacitance
of the connecting wires.

The advantage of the sensor is the possibil-
ity of additional object recognition and differen-
tiation. This can be applied to handling other
sections after determining a reference value for
the capacitance in the gripped state of a compo-
nent. A comparison with the reference value indi-
cates whether or not the correct object has been
gripped. The limitations of the sensor are due
to the fact that the slip is detected after the dis-
placement, not when the displacement occurs. A
change in the component’s material properties or
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Fig. 3: Results of the analytical approach, simulation
and measurement for the slip.

geometry must also appear in the measurement
field. The ideal solution is a stepped edge. In the
case of homogeneous components, no slip can
be detected in the measurement field.

Conclusion
In this contribution, we presented an additive
manufactured capacitive sensor for slip detection
with additional object recognition and differentia-
tion. Despite the low dielectric constant of plas-
tics in the range of 2, slip detection was pos-
sible. The capacitance measurement is linear
and independent of external influences using ad-
ditional guarding and shielding electrodes. The
position of the subsequent gripper in space is ir-
relevant. An advantage of this sensor is the sup-
plementary possibility of object detection and dif-
ferentiation based on capacitance.
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Summary: This study describes the behaviour of a multi-wire shape memory alloy (SMA) actuator, with the bending
angle expressed as a function of the actuator surface temperature. The temperature behaviour is quantified based
on data obtained from an infrared sensor, and the hysteresis behaviour of the SMA actuator is modelled applying a
sigmoid function. The least squares method is employed to identify the parameters of the sigmoid function, thereby
enabling the positioning of the actuator with an average deviation of 0.5°. These results provide a foundation for
position control in SMA-based robotic grippers.

Keywords: shape memory alloy, nitinol, actuator, surface temperature, robot grippers

Introduction and Motivation
Shape memory alloys (SMAs) are among the so-
called ’smart materials’ that have been identified
by researchers as a potential avenue for applica-
tion in the field of robotic grippers [1], [2]. The
thermal activation of SMA can result in a change
in shape between two states, a phenomenon
known as the ’two-way’ effect. This change is
based on a transformation in the crystal structure
between the martensite and austenite states [3].
The application of SMA as actuators provides a
more compact alternative to servomotors, which
are characterised by high volume and weight [4].

One challenge to the widespread adoption of
SMA actuators is their restricted force output.
While thicker SMA wires do result in an aug-
mented force output, this also leads to an ex-
tension of the already considerable cycle time.
This restricts their viability for incorporation into
robotic applications [4]. Determining the position
of the SMA actuators represents a challenge due
to the temperature-dependent hysteresis. This
can only be addressed through approaches such
as the Lagoudas or Souza-Auricchio model [1],
[4].

In this paper, the existing knowledge regard-
ing the temperature-dependent deformation of
SMA is applied to a SMA multi-wire actuator.
This study examines the bending angle of a SMA
multi-wire actuator in relation to the surface tem-
perature of the SMA multi-wires. This provides
a new foundation for control or determination of
the opening angle in robot grippers, which has
the potential to advance SMA technology in in-
dustrial robotics.

Methods
In order to enhance the output force without sig-
nificantly extending the cycle time, a SMA actu-
ator with a parallel configuration of four Nitinol

wires with a diameter of 0.5 mm is employed.
The output force increases in proportion to the
number of wires up to a maximum of 7 N at the
actuator edge [4], [5].

The temperature of the SMA wires is con-
trolled by a pulse-width modulation (PWM) sig-
nal, which ensures that a predefined shape,
specifically a designated angle, is attained. The
surface temperature is monitored with an in-
frared sensor, and the heating power is adjusted
based on the temperature to achieve the desired
angle. Fig. 1 illustrates the measurement setup.

Angle
Scala

Actuation
Direction

Temperature
Sensor

SMA-
Holder

Steel
Plate

Actuator
Edge

SMA
Actuator

Mounting
Plate

Fig. 1: Measurement setup

The COMPAKTIV 3920H is employed as the
SMA actuator. It is fastened to one side
and mounted on a steel plate. The Hailege
MLX90614 infrared sensor is utilised as the tem-
perature sensor. An Arduino MEGA 2560 is em-
ployed to controll the SMA. The actuator is sup-
plied with a maximum current of 3 A.
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Results
The thermal behaviour of the actuator surface
was investigated experimentally, whereby the
surface temperature was increased from 23 °C
to 85 °C in 1 °C increments. The bending was
recorded (see Fig. 2 Meas. heating/cooling).
The maximum temperature of 85 °C was se-
lected because it corresponds to the maximum
bending of 20° after the permissible excitation
time. The hysteresis behaviour of Nitinol can be
simplified through the use of sigmoid functions. If
the parameters of the function are based on the
data sheet of the SMA multi-wire actuator, the
observed behaviour, and a review of the relevant
literature [1], [6], the experimental results are not
described well (see Fig. 2 Calc. heating/cooling).
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Fig. 2: Hysteresis of SMA actuator surface
temperature with sigmoidal modeling

The study by Kciuk et al. provides a descrip-
tion of the SMA hysteresis behaviour, which of-
fers a reference point for further analysis. The
adapted formula for calculating the bending an-
gle αbending as a function of the surface temper-
ature (T ) is presented below [6]:

αbending(T ) =
αmax

((1 + exp(−β · (T − T0)))n
(1)

In accordance with the results of the measure-
ment, the least squares method, as outlined by
Kciuk et al., is applied to ascertain the parame-
ters αmax (max. bending angle), β (max. slope
of the hysteresis curve), T0 (the mean of the start
and end surface temperatures of a phase transi-
tion) and n (exponent for curve asymmetry, lim-
ited to 10 to prevent overfitting). The start and
end points were given more weight to ensure
consistency during cooling and heating. The re-
sults are shown in Tab. 1.

Tab. 1: Optimised parameters

Parameter Heating Cooling
αmax 19.9° 26.1°
β 0.17 1/°C 0.05 1/°C
T0 28.87 °C 16.46 °C
n 10 10

The overall RMSE is 0.5° (see Fig. 1 Opt.
heating/cooling).

Discusion
The position of a multi-wire SMA actuator can
be determined by measuring the surface tem-
perature using an infrared sensor and creating
a model with an average deviation of 0.5°. A sig-
moid function can be employed for the purpose
of providing a simplified mathematical descrip-
tion of the angle change. The parameterisation
of this function can not be based on standard-
ised or manufacturer-provided data, as the mea-
sured surface temperature differs from the wire
temperature. Apart from a shift in the tempera-
ture, the heating curve exhibits a similar shape
(see Fig. 2 Opt./Calc. heating). The discrepan-
cies observed in the cooling curve at tempera-
tures exceeding 55 °C can be attributed to the
non-linear hysteresis exhibited by the material
and the spring-like behaviour of the steel plate.
The parameters in Tab. 1 apply from 23 °C to
85 °C. It is necessary to recalculate the param-
eters for each distinct configuration of the SMA
actuator.

Conclusion
The study demonstrates that the actuation angle
of a multi-wire SMA actuator can be determined
by a sigmoid function based on the surface tem-
perature. This finding provides a basis for the
position control of SMA-based robot grippers.
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The study by Kciuk et al. provides a descrip-
tion of the SMA hysteresis behaviour, which of-
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gle αbending as a function of the surface temper-
ature (T ) is presented below [6]:
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ment, the least squares method, as outlined by
Kciuk et al., is applied to ascertain the parame-
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perature using an infrared sensor and creating
a model with an average deviation of 0.5°. A sig-
moid function can be employed for the purpose
of providing a simplified mathematical descrip-
tion of the angle change. The parameterisation
of this function can not be based on standard-
ised or manufacturer-provided data, as the mea-
sured surface temperature differs from the wire
temperature. Apart from a shift in the tempera-
ture, the heating curve exhibits a similar shape
(see Fig. 2 Opt./Calc. heating). The discrepan-
cies observed in the cooling curve at tempera-
tures exceeding 55 °C can be attributed to the
non-linear hysteresis exhibited by the material
and the spring-like behaviour of the steel plate.
The parameters in Tab. 1 apply from 23 °C to
85 °C. It is necessary to recalculate the param-
eters for each distinct configuration of the SMA
actuator.

Conclusion
The study demonstrates that the actuation angle
of a multi-wire SMA actuator can be determined
by a sigmoid function based on the surface tem-
perature. This finding provides a basis for the
position control of SMA-based robot grippers.
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Abstract: Bin-picking systems face challenges in fully emptying containers due to collision risks in real-world
scenarios. In this contribution, we present a grasp planning approach that combines 2D and 3D sensor data to
ensure collision-free handling. The method is successfully tested on objects with eccentric centers of mass and is
implemented directly on the robot’s control unit, eliminating the need for separate computing hardware.

Keywords: robotics, bin-picking, grasp planning, sensor fusion, object detection

Introduction
Robotic bin-picking tasks are essential in indus-
tries such as manufacturing, warehousing, and
logistics. Effective grasp planning remains chal-
lenging due to real-world complexities like ec-
centric centers of mass, the lack of collision
checks with the bin, and the handling of tightly
packed bins [1]. Existing methods often rely on
point clouds, which are time-consuming to com-
pute and fail to incorporate 2D information of the
objects.

Related Works
Buchholz et al. [2] apply depth images and paral-
lel projections of the gripper to evaluate various
grasps from a given pose and defined degrees
of freedom. Shi and Koonjul focus on automating
the generation of grasps to reduce setup times in
bin-picking systems [3]. Spenrath and Pott em-
ploy a heuristic tree search for grasp planning,
leveraging a neural network-based approach that
reduces computational time by 45 % [4]. Another
approach involves the constrained placement of
unknown objects, but faces problems with low
accuracy and the lack of consideration for the
center of mass [5].

Developed Method
The proposed grasp planning system combines
2D and 3D sensor data to localize objects within
a bin. While 3D data is crucial for accurately
determining object position and orientation, 2D
data enhances object detection in tightly packed
bins. Placement requirements of the objects can
be met, as the surface texture provides feedback
on the center of mass and object features that
are not detected in the point cloud. Specially de-
signed grippers reduce collision probability, but
do not eliminate the need for grasp planning.
Fig. 1 shows the bin-picking robot along with the
coordinate systems involved.

Fig. 1: Robot bin-picking with the required coordinate
systems for the proposed grasp planning.
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The method incorporates coordinate systems
for the robot base, wrist center, sensor and ob-
ject. This grasp planning approach relies on the
position of the wrist center in base frame coordi-
nates brwb (see Eq. 1).

brwb = brob + boT orwo (1)

The sensor, in combination with image pro-
cessing, determines the position of the object
in the sensor’s coordinate system. With a valid
hand-eye calibration, the object’s position is then
transformed to the robot base frame brob.
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A three-dimensional space within the bin,
where brwb is allowed during grasping, is defined
by P as specified in eq. (2). In this context, all
coordinates (x, y, z) refer to the base frame.

P =

{
(x, y, z) ∈ R3

∣∣∣∣∣
xmin ≤ x ≤ xmax,
ymin ≤ y ≤ ymax,
zmin ≤ z ≤ zmax

}
(2)

The system is designed to be implemented on
a robot controller with simple commands, without
the need for additional computing power.

Experiments
We conducted experiments to test the grasp
planning system, utilizing a Yaskawa GP50 robot
equipped with a vacuum gripper (see Fig. 2). For
object detection, a Roboception rcvisard 160 m-
6 stereo sensor generates a 3D point cloud that
includes 2D textures of the objects. The tests
involved objects, which are characterized by ec-
centric centers of mass. For each object, multi-
ple grasp options were defined, from which the
system selected and executed a collision-free
grasp with the developed method.

Fig. 2: Experimental setup of the robot performing a
grasp in a bin with multiple objects with uneven
center-of-mass

Results and Discussion
The experiments demonstrated that the pro-
posed method successfully identifies collision-
free grasps. The integration of 2D sensor data
enhanced object detection in tightly packed bins,
improving system reliability. The approach en-
abled the handling of objects with uneven cen-
ters of mass and features that 3D data alone
cannot capture. Identifying the center of mass
is critical for vacuum grippers, while small object
features are essential for proper positioning, par-
ticularly when specific orientations are required.

The current system does not account for poten-
tial collisions with other objects in the bin or along
the robot’s path to the object.

Conclusion and Outlook
The developed grasp planning system combines
multimodal sensor data to increase object de-
tection. By implementing coordinate transforma-
tions and predefined grasp points, the system
calculates collision free grasping points. By con-
sidering the 2D textures of the objects, informa-
tion about their center of mass can be inferred.
The system operates efficiently without the need
for additional computing hardware, reducing both
complexity and cost.

Future work could focus on evaluating the
robot’s full path to the grasping point and in-
corporating self-learning capabilities for model-
independent tasks. Key improvements could
include integrating parameters such as weight,
center of mass, and surface conditions to further
enhance grasp reliability.

Tools
This paper benefited from OpenAI’s ChatGPT,
which was applied to improve grammar and sen-
tence clarity.
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The developed grasp planning system combines
multimodal sensor data to increase object de-
tection. By implementing coordinate transforma-
tions and predefined grasp points, the system
calculates collision free grasping points. By con-
sidering the 2D textures of the objects, informa-
tion about their center of mass can be inferred.
The system operates efficiently without the need
for additional computing hardware, reducing both
complexity and cost.

Future work could focus on evaluating the
robot’s full path to the grasping point and in-
corporating self-learning capabilities for model-
independent tasks. Key improvements could
include integrating parameters such as weight,
center of mass, and surface conditions to further
enhance grasp reliability.

Tools
This paper benefited from OpenAI’s ChatGPT,
which was applied to improve grammar and sen-
tence clarity.
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Summary:
Herein, a manufacturing method is presented capable to screen multiple materials on a platform chip 
hosting 16 devices. This methodology relies on a dry printing process based on spark ablation that 
enable the deposition of nanoporous layers (NPLs). Different metal oxides semiconductors (MOS) com-
positions in form of NPLs were printed and tested as a gas sensors upon formaldehyde exposure. The
focus of this work is not only on the sensing performance but also in the methods to accelerate the 
sensing layer production of single sensing units or an array of chemical sensors. 

Keywords: Spark ablation, material screening, gas sensing, nanoporous layers, dry printing

Introduction
Gas sensing technology based on metal oxide 
semiconductors (MOS) needs to improve as-
pects related to the device selectivity [1], base-
line signal drift over time [2], and power con-
sumption [3]. Nanoengineering the sensing lay-
ers aroused as suitable approach to outperform 
the current device MOS device performance [4].
Then, a dry printing technology using a nanopar-
ticle generator based on spark ablation is an at-
tractive solution to produce nanopourous layers 
(NPLs) for gas sensor detection. Herein, 16 
NPLs with different material compositions were 
printed on a platform chip [5] that were exposed 
towards formaldehyde gas molecules. The NPLs 
were based on mixtures of MOS (SnO2, NiO, and 
ZnO) and metal catalysts (Ag and Au). Formal-
dehyde molecules at the 0.1 ppm level were de-
tected with multiple NPLs. As a result, the pre-
sented methodology evidence the versatility and
simplicity to produce: 1- gas sensing layers, 2-
the screening possibility of multiple material 
composition in the same platform chip, 3- Fast 
production of an array of sensor or electronic 
nose.

Experimental section
Spark ablation working principle relies on gener-
ating high-energy electrical sparks between two 
bulk electrodes (metals or properly doped semi-
conductors) in a leak-tight chamber at atmos-
pheric pressure where a high pure gas is flown.

In short, the spark ionizes the gas and ablates 
the material from the electrodes, creating a va-
porized material that rapidly cool down due to 
temperature difference between the spark zone 
and the surrounding environment [6]. If inert gas 
is used as a carrier, the formed NPs preserve the 
electrode (bulk) composition. Herein, up to three 
spark ablation generator VSP-G1 (VSParticle 
B.V.) were used to generate aerosols containing
the ablated material in form of NPs [7]. Sn, Ni,
Zn Au, and Ag (99.99 % purity) were used as
electrodes. Argon was used as a carrier gas with
a 1 liter/min flow. The spark power for each ele-
ment was varied to achieve different material
compositions (1.4 W- 13 W), for the catalyst con-
tent relatively low power conditions were consid-
ered to obtain a low catalyst contain in the aero-
sol mix (5 mol%<). Typically, Au ablation yield
(even at relatively low power spark conditions) is
higher than other base material [8]. Then, part of
generated aerosol coming from the Au generator
was removed (before the mixing aerosol zone)
connecting a mass flow controller and an exter-
nal pump. The generators were connected to a
programmable fully dry printing system, named
VSP-P1 (VSParticle B.V). NPLs were printed on
a multi-sensor platform [5] hosting 16 sensors
structures with a 4-probe configuration. The
multi-platform chip was loaded into a chamber
where the pressure is set  at 0.15 mbar at room
temperature. A nozzle with a 100 µm diameter
orifice size was used and a throughput of 0.08
l/min. The substrate-nozzle distance was fixed at
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300 µm. A 500 µm long line was printed on the 
sensing structure. The printing speed was set at 
100 µm/s and the number of passes were varied 
to target a (5 ± 1) µm NPL thickness. To stabilize 
and fully oxide the NPLs, an annealing step was 
performed 400°C flowing  in synthetic in a tubular 
furnace. For the gas sensing measurements, for-
maldehyde (ready-to-use mixture diluted in N2) 
was introduced with stepwise concentrations of 
0.1 ppm, 1 ppm and 10 ppm. Humidity level was 
set to 50% at 20°C, and the sensors operating 
temperature was 300°C. Sensor response was 
defined as in previous work [9].  

Results and Discussions 
Fig. 1 summarizes the resistance variation  of  8 
NPLs based on different compositions  upon for-
maldehyde exposure steps.  

 Fig. 1. Dynamic sensing response of NPLs with dif-
ferent material compositions upon exposure to formal-
dehyde gas in the concetration range from 0.1-10 ppm 
(Response value at each exposure are indicated).  

The remaining 8 different  NPLs compositions 
are not displayed because the device re-
sistances were too high to measure with the 
used equipment. The resistance increase/de-
crease for each NPL under the same target gas 
is attributed to the p-type, n-type, p–n hetero-
junctions and the relative material compositions 
of the junctions. Remarkably, all the NPLs com-
positions are sensitive to 0.1 ppm formaldehyde 
gas molecules with relative high responses 

ranging from 6.1 % up to 51.8 % depending on 
NPL composition. Furthermore, the sensor re-
sponse increases as the formaldehyde concen-
tration continuously is increased from 0.1 ppm 
up to 10 ppm (no device saturation was de-
tected). 

Conclusions 
Collectively, these results aim to dynamize the 
community work on the gas sensing sector. 
Firstly, showing that spark ablation coupled with 
programmable dry printed method can be used 
to produce high sensitive layers. Secondly, this 
methodology can substantially  accelerate the 
material discovery to unlock new sensing layers 
were the current MOS based gas sensor are not 
capable to properly perform.  
References 
[1] N. Goel, K. Kunal, A. Kushwaha und M. Kumar,

"Metal oxide semiconductors for gas sensing,“
Engineering Reports, 5,12604 (2023); doi:
10.1002/eng2.12604

[2] N. Dennler, S. Rastogi, J. Fonollosa, A. v.
Schaik und M. Schmuker, "Drift in a popular
metal oxide sensor dataset reveals limitations for
gas classification benchmarks,“ Sensors and
Actuators B: Chemical, 361, 131668 (2022); doi:
10.1016/j.snb.2022.131668 .

[3] A. Singh, S. Sikarwar, A. Verma und B. C.
Yadav, "The recent development of metal oxide
heterostructures based gas sensor, their future
opportunities and challenges: A review,“ Sensors 
and Actuators A: Physical, 332,113127 (2021);
doi: 10.1016/j.sna.2021.113127.

[4] L. Liu, Y. Wang, Y. Liu, S. Wang, T. Li, S. Feng,
S. Qin und T. Zhang, "Heteronanostructural
metal oxide-based gas microsensors“
Microsystems & Nanoengineering, 8, (2022);doi:
10.1038/s41378-022-00410-1 .

[5] L. Egger, L. Reiner, F. Sosada-Ludwikowska, A.
Köck, H. Schlicke, S. Becker, Ö. Tokmak, J. S.
Niehaus, A. Blümel, K. Popovic und M.
Tscherner, "Development of a Screening
Platform for Optimizing Chemical Nanosensor
Materials,“ Sensors, 24, 5565 (2024); doi:
10.3390/s24175565.

[6] R. Raymond und M. Akram, "Temporal
investigation of a fast spark discharge in
chemically inert gases,“ Journal of Physics D:
Applied Physics, 30, 1125 (1997); doi:
10.1088/0022-3727/30/7/010.

[7] T. Pfeiffer, J. Feng und A. Schmidt-Ott,"New
developments in spark production of
nanoparticles,“ Advanced Powder Technology,
25, 56-70, 2014; doi: 10.1016/j.apt.2013.12.005.

[8] L. N. Sacco, L. Egger, M. Popov, C. Dösinger, N. 
Schouten, L. Romaner und A. Köck, "Printing
Nanoporous Layers (NPL) Generated by Spark
Ablation for Gas Sensing Applications,“ in
EUROSENSORS XXXVI, Debrecen (2024); doi:
10.5162/EUROSENSORSXXXVI/OT5.252.

DOI 10.5162/SMSI2025/C5.1



SMSI 2025 Conference – Sensor and Measurement Science International 159

300 µm. A 500 µm long line was printed on the 
sensing structure. The printing speed was set at 
100 µm/s and the number of passes were varied 
to target a (5 ± 1) µm NPL thickness. To stabilize 
and fully oxide the NPLs, an annealing step was
performed 400°C flowing in synthetic in a tubular 
furnace. For the gas sensing measurements, for-
maldehyde (ready-to-use mixture diluted in N2) 
was introduced with stepwise concentrations of 
0.1 ppm, 1 ppm and 10 ppm. Humidity level was
set to 50% at 20°C, and the sensors operating 
temperature was 300°C. Sensor response was
defined as in previous work [9]. 

Results and Discussions
Fig. 1 summarizes the resistance variation of  8 
NPLs based on different compositions upon for-
maldehyde exposure steps. 

Fig. 1. Dynamic sensing response of NPLs with dif-
ferent material compositions upon exposure to formal-
dehyde gas in the concetration range from 0.1-10 ppm
(Response value at each exposure are indicated). 

The remaining 8 different  NPLs compositions
are not displayed because the device re-
sistances were too high to measure with the
used equipment. The resistance increase/de-
crease for each NPL under the same target gas
is attributed to the p-type, n-type, p–n hetero-
junctions and the relative material compositions
of the junctions. Remarkably, all the NPLs com-
positions are sensitive to 0.1 ppm formaldehyde
gas molecules with relative high responses

ranging from 6.1 % up to 51.8 % depending on 
NPL composition. Furthermore, the sensor re-
sponse increases as the formaldehyde concen-
tration continuously is increased from 0.1 ppm
up to 10 ppm (no device saturation was de-
tected).

Conclusions
Collectively, these results aim to dynamize the 
community work on the gas sensing sector.
Firstly, showing that spark ablation coupled with 
programmable dry printed method can be used
to produce high sensitive layers. Secondly, this
methodology can substantially accelerate the
material discovery to unlock new sensing layers
were the current MOS based gas sensor are not 
capable to properly perform.
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Summary:
Single-room wood-log fueled fireplaces are widely used but contribute significantly to harmful emissions
such as carbon monoxide and fine dust. Automatically controlled operation might help to reduce health 
risks and environmental pollution. Therefore, in-situ measurements in the flue gas are necessary to 
intervene by controlling the combustion air stream automatically. As the detection of particulate matter 
in mass, concentration or size distribution is challenging – there are no suitable sensors available -, the 
particle emission shall be estimated by gas sensor data. We found correlations between hydrocarbon 
emissions and particulate data. The hydrocarbon concentration was evaluated from measurements with 
two gas sensors: an exothermicity sensor for reducing gases and a novel hydrogen sensor, both in-
stalled in the flue gas.

Keywords: biomass energy technology, wood combustion, particluate matter detection, thermoelec-
tric CO/HC-sensor, hydrogen sensing

Background
Biomass offers a great potential to reduce green-
house gas emissions (CO2) from fossil sources. 
The use of renewable bio energy covers about 
9 % of the primary energy consumption in Ger-
many, mostly by heat generation. Wood burning 
comes along with massive particle emissions. In 
that field, more than 11 million single-room fire-
places in Germany are responsible for about 
15.8 t of dust emissions [1].

In the past years, research and development ef-
forts targeted the reduction of wood-log fueled 
fireplace emissions. To reduce gaseous pollu-
tants, a sensor-based algorithm to control the 
primary and secondary air stream automatically 
in combination with the use of a ceramic noble-
metal loaded catalyst was investigated. For par-
ticulate matter reduction, an electrostatic precip-
itator was used. Together, both concepts 
demonstrated to lower the total emissions of
wood stoves by 80 % [2]. Of course, such sys-
tems cause high costs and will only be installed 
when required by law.

The aim of the present contribution follows a 
novel approach. Controlled operation should 
have high reducing potential when it is well-di-
rected by additional in-situ information about the 
actual particle emission. As particulate matter 
detection in flue gas is challenging with sensor 
devices, we try to find correlations of particle 

data with continuous gas sensor data. There-
fore, we evaluated the signals of two in-house 
developed gas sensors, suitable for harsh condi-
tions. Gas data are compared to continuous par-
ticle data from a particle spectrometer (DMS 
500, CAMBUSTION).

Experimental
Measurements were conducted in real exhaust 
from a wood-log fueled fireplace (LEDA UNICA).
Sensors were installed in the vertical part of the 
chimney (ca. 30 cm above the burning chamber).

To detect the sum of reducing gas species (car-
bon monoxide and hydrocarbons), a CO/HC-
sensor measures the heat generated by exother-
mic oxidation of the target gases at a catalyst by 
means of a thermopile structure. Details on the 
measuring principle can be found in [3], experi-
ences when using such sensors in flue gas con-
ditions are presented in [4]. The impressive cor-
relation of such gas sensor response with ana-
lytics data from an FTIR is shown in [5]. A novel
zeolite-based potentiometric H2-sensor was 
used to determine hydrogen separately. Its gen-
eral setup was formerly reported in [6]. Now, a
novel thick-film-based transducer with internal 
heater was used to fit the needs of flue gas ap-
plication. Lab measurements in synthetic gas at-
mosphere show the applicability (Fig. 1). Even in 
the presence of carbon monoxide (which is the 
leading component in the flue gas), the sensor 
responds selectively towards hydrogen.
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Fig. 1. Signal of a novel zeolite-based potentiom-
etric hydrogen sensor device (H2-sensor) in synthetic 
base gas with various test gases (details see text). 

Results and Discussion 
Several measurements with FTIR- and particle-
analytics during wood combustion showed a 
possible correlation of hydrocarbon (HC) emis-
sions with particle data.  

To derive the HC concentration from sensor data 
and as the CO/HC-sensor measures a sum of 
CO and HC gas concentrations, we follow the 
consideration that the H2- concentration in the 
flue gas is double the value of the CO-concen-
tration (at least in the burn-out phase during CH4 
combustion [7]). So, the concentration values 
measured by the H2-sensor divided by “2” were 
subtracted from the sum concentration values 
measured by the CO/HC-sensor (eq. 1). 

2/)()/()( 2HcHCCOcHCc   (1) 

Fig. 2 shows time continuous data during wood 
combustion exemplarily.   

Fig. 2. Sensor measurements and particle analysis 
while one burning phase (stoking with “wood 3” until 
burn-out) as part of a combustion experiment. HC-
concentration values are calculated from the sensor 
signals according to eq. (1). 

Now, resulting continuous HC-concentration val-
ues are plotted against simultaneously collected 
particle data (here we used the product of the 
particle number concentration, PNC and the 
count media diameter, CMD). All data in Fig. 3 
represent a more than 2-hour lasting experiment 
with different phases of wood burning (igniting 
the fire and stoking with different wood four 
times) with values every second. 

Fig. 3. Correlation of HC-concentration evaluated 
from two sensor measurements after eq. (1) with sim-
ultaneously collected data from a particle spectrome-
ter (DMS 500). Highlighted points refer to data shown 
in fig. 2, background data to the whole experiment 
(more than 2 h, 9000 data points including ignition, 
cold start and four times stoking with wood. 

Regarding the contiguous data for one burning 
phase (“wood 3” was the 3rd time of stoking with 
softwood of suggested humidity), significant cor-
relation of the data gets visible although some 
assumptions might not be valid for the highly in-
dividual exhaust gas compositions during wood-
log combustion. Furthermore, in comparison to 
the single sensor results (CO/HC or H2), scatter-
ing of data in such display is significantly re-
duced. Future investigation should also take in 
account other secondary data such like residual 
oxygen concentration or temperatures to refine 
the results and elucidate more the interrelations 
of particle generation with operation parameters. 
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Fig. 1. Signal of a novel zeolite-based potentiom-
etric hydrogen sensor device (H2-sensor) in synthetic
base gas with various test gases (details see text).

Results and Discussion
Several measurements with FTIR- and particle-
analytics during wood combustion showed a
possible correlation of hydrocarbon (HC) emis-
sions with particle data.

To derive the HC concentration from sensor data 
and as the CO/HC-sensor measures a sum of 
CO and HC gas concentrations, we follow the
consideration that the H2- concentration in the
flue gas is double the value of the CO-concen-
tration (at least in the burn-out phase during CH4
combustion [7]). So, the concentration values
measured by the H2-sensor divided by “2” were
subtracted from the sum concentration values
measured by the CO/HC-sensor (eq. 1).

2/)()/()( 2HcHCCOcHCc  (1)

Fig. 2 shows time continuous data during wood
combustion exemplarily.  

Fig. 2. Sensor measurements and particle analysis
while one burning phase (stoking with “wood 3” until
burn-out) as part of a combustion experiment. HC-
concentration values are calculated from the sensor
signals according to eq. (1).

Now, resulting continuous HC-concentration val-
ues are plotted against simultaneously collected
particle data (here we used the product of the
particle number concentration, PNC and the
count media diameter, CMD). All data in Fig. 3 
represent a more than 2-hour lasting experiment 
with different phases of wood burning (igniting
the fire and stoking with different wood four
times) with values every second.

Fig. 3. Correlation of HC-concentration evaluated
from two sensor measurements after eq. (1) with sim-
ultaneously collected data from a particle spectrome-
ter (DMS 500). Highlighted points refer to data shown
in fig. 2, background data to the whole experiment
(more than 2 h, 9000 data points including ignition,
cold start and four times stoking with wood.

Regarding the contiguous data for one burning
phase (“wood 3” was the 3rd time of stoking with
softwood of suggested humidity), significant cor-
relation of the data gets visible although some 
assumptions might not be valid for the highly in-
dividual exhaust gas compositions during wood-
log combustion. Furthermore, in comparison to 
the single sensor results (CO/HC or H2), scatter-
ing of data in such display is significantly re-
duced. Future investigation should also take in 
account other secondary data such like residual
oxygen concentration or temperatures to refine
the results and elucidate more the interrelations
of particle generation with operation parameters.
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Summary:
This paper presents novel optomechanical gas pressure sensors featuring a chip-scale mechanical resonator with
ultra-low intrinsic loss, read out via an optical interferometer. In a recent experiment using a free-space optical
Michelson interferometer, we demonstrated a single sensor with an unprecedented 10-decade measurement range
from 10−7 to 103 mbar. After providing a brief overview of our ongoing efforts to extend this range further towards
lower pressures, we present developments of a compact, portable version of the sensor, using an optical fiber-based
readout. We demonstrate this sensor’s functionality over a broad temperature range from 77 K to 300 K.

Keywords: Gas Pressure Sensor, Interferometer, Nanomechanics, Vacuumtechnology, Cryogenics

Introduction
Chip-scale oscillating membranes have recently
been shown to offer outstanding capabilities for
gas pressure sensing. The demonstrated fea-
tures are enabled by the membranes’ ng-scale
mass and ultra-low intrinsic loss, which are fully
leveraged by measuring their oscillations using
an optical interferometer.

In a recent study, we demonstrated such an
optomechanical gas pressure sensor with an un-
precedented measurement range, spanning 10
orders of magnitude [1]. Furthermore, a sensor
for direct pressure measurements, independent
of gas type, has been realized [2]. Work con-
ducted at the National Institute of Standards and
Technology (NIST) has demonstrated optome-
chanical pressure sensors with a total measure-
ment uncertainty of ∼ 1% [3], making them suit-
able as primary pressure sensors.

In this work we present our current efforts to-
ward two main goals for optomechanical gas
pressure sensors. First, we aim to extend the
measurement range towards lower pressures,
reaching into the ultra-high vacuum regime (<
10−8 mbar). Second, we are developing a com-
pact and portable version of the sensor that is
applicable in typical vacuum setups. To this end
the free-space optical readout is being replaced
with an optical fiber interferometer.

Squeeze-Film Pressure Sensor
In Ref. [1], we present a single optomechani-
cal gas pressure sensor covering a measure-
ment range from 10−7 to 103 mbar. The sensor’s
measurement principle relies on a pressure-
dependent frictional force exerted on the oscillat-
ing membrane by impacting gas particles. This
is reflected by a pressure-dependent mechanical
quality factor Q, which, in the free molecular flow

Gap

Fig. 1: Pressure dependency of the mechanical
quality factor for three different trampoline pressure
sensors. The inset shows a simulated oscillation
mode profile of a mm-sized device, which forms a
µm-scale gap with a neighboring surface.

regime, is given by

Q =


Q−1

in + ξ


fρh

P


π3kBT

8m

−1


−1

, (1)

with intrinsic quality factor Qin, resonance fre-
quency f , mass density ρ, and thickness h of the
membrane, as well as pressure P , temperature
T , and particle mass m of the gas. The additional
parameter ξ is explained in the following.

To extend the measurement range further to-
ward lower pressures, we exploit squeeze-film
damping. The inset of Fig. 1 shows a schematic
of the corresponding setup. Here, a silicon ni-
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tride trampoline membrane (details provided in
Fig. 1 of Ref. [1]), comprising a central pad sus-
pended by four tethers, is installed parallel to a
neighboring surface, with a µm-scale gap in be-
tween. As the membrane oscillates, gas is shut-
tled in and out of the gap, which increases the
pressure sensitivity compared to a free-standing
membrane, used in the first generation of the
sensor.

The red points and curve in Fig. 1 represent
the measured and modelled pressure sensitiv-
ity of the free-standing trampoline, respectively
(adapted from Fig. 4 of Ref. [1]). In the corre-
sponding model function (Eq. 1), ξ = 1. Re-
sults for the novel squeeze-film sensor are repre-
sented by light and dark blue points and curves
for 45 µm (ξ = 4) and 5 µm (ξ = 62) gaps, re-
spectively. Compared to the free-standing tram-
poline, the onset of the pressure sensitivity for
the squeeze-film sensor with a 5 µm gap is
shifted to about sixty times lower pressure val-
ues. Overall, the relative deviation between data
and respective model is within ±15%.

Compact & Portable Pressure Sensor with
Optical Fiber Readout
As the first step toward realizing a universally ap-
plicable version of our optomechanical pressure
sensor, we replaced the free-space optical com-
ponents with fiber optics. Figure 2(a) shows a
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Fig. 2: Optomechanical gas pressure sensor with
fiber-based readout setup (a) and key sensor
components (b). (c) Photograph of the square silicon
nitride membrane, suspended from a periodically
patterned silicon chip. (d) Helium pressure
dependence of the mechanical quality factor at
different temperatures.

schematic of the setup, where light from a laser,
including an optical isolator, is split such that
90 % are directed onto photodiode 1, for moni-
toring laser stability, and 10 % to the membrane
sensor, which reflects a fraction of this light back
onto photodiode 2. The output voltages of the
photodiodes are measured with a lock-in ampli-
fier. Figure 2(b) shows a schematic of the sen-
sor’s key components, an optical fiber pointed
at an oscillating square membrane. The mem-
brane’s oscillation is measured via amplitude
modulation of the reflected light, which results
from interference of the part directly reflected at
the fiber tip and the part reflected by the mem-
brane back into the fiber. Panel (c) shows a pho-
tograph of the membrane, suspended from a pe-
riodically patterned silicon chip (for suppressing
the coupling to the support structure).

We measured the dependency of the sensor’s
mechanical quality factor on the surrounding he-
lium pressure, inside a liquid nitrogen dipper
cryostat. Figure 2(d) shows the results, at four
different temperatures, where the data points are
shown together with the corresponding model
functions (Eq. 1, ξ = 1), each represented by
a curve of the same color. The relative devia-
tion between each data set and its correspond-
ing model function is within ±15%, as obtained
for the squeeze-film sensor (presented above).
The observed fivefold increase in the intrinsic
quality factor from Qin = 6 × 105, at 298 K, to
Qin = 3× 106, at 78 K, follows the general trend
for silicon nitride membranes.

Conclusion
We demonstrate that exploiting squeeze-film
damping in optomechanical gas pressure sen-
sors expands their measurement range to pres-
sures sixty times lower than an otherwise identi-
cal sensor without squeeze-film damping. Fur-
thermore, we developed a compact, portable
optomechanical pressure sensor with fiber-optic
readout. This sensor is compatible with cryo-
genic temperatures, where it provides an ex-
tended measurement range compared to room
temperature, due to a fivefold increase in its in-
trinsic mechanical quality factor.
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including an optical isolator, is split such that
90 % are directed onto photodiode 1, for moni-
toring laser stability, and 10 % to the membrane
sensor, which reflects a fraction of this light back
onto photodiode 2. The output voltages of the
photodiodes are measured with a lock-in ampli-
fier. Figure 2(b) shows a schematic of the sen-
sor’s key components, an optical fiber pointed
at an oscillating square membrane. The mem-
brane’s oscillation is measured via amplitude
modulation of the reflected light, which results
from interference of the part directly reflected at
the fiber tip and the part reflected by the mem-
brane back into the fiber. Panel (c) shows a pho-
tograph of the membrane, suspended from a pe-
riodically patterned silicon chip (for suppressing
the coupling to the support structure).

We measured the dependency of the sensor’s
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cryostat. Figure 2(d) shows the results, at four
different temperatures, where the data points are
shown together with the corresponding model
functions (Eq. 1, ξ = 1), each represented by
a curve of the same color. The relative devia-
tion between each data set and its correspond-
ing model function is within ±15%, as obtained
for the squeeze-film sensor (presented above).
The observed fivefold increase in the intrinsic
quality factor from Qin = 6 × 105, at 298 K, to
Qin = 3× 106, at 78 K, follows the general trend
for silicon nitride membranes.

Conclusion
We demonstrate that exploiting squeeze-film
damping in optomechanical gas pressure sen-
sors expands their measurement range to pres-
sures sixty times lower than an otherwise identi-
cal sensor without squeeze-film damping. Fur-
thermore, we developed a compact, portable
optomechanical pressure sensor with fiber-optic
readout. This sensor is compatible with cryo-
genic temperatures, where it provides an ex-
tended measurement range compared to room
temperature, due to a fivefold increase in its in-
trinsic mechanical quality factor.
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Summary:
This work presents a system concept for remote emission sensing, focusing of the design and validation 
of a calibration-free wavelength modulation spectroscopy (CF-WMS) approach. We show the applica-
bility of a CF-WMS system for the detection of CO2 emissions of on-road vehicles with laboratory vali-
dation measurements as well as first field tests.
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Introduction:
Emission regulations employed by institutions 
such as the European Union aim to reduce the 
emissions by vehicles on the road. These meas-
urements have shown success for compliant ve-
hicles, yet still 90 % of on-road emission are 
caused by 15 % of vehicles, commonly known as 
high emitters [1]. Identifying those high-emitting 
vehicles can help in the overall reduction of on-
road emissions.

Remote Emissions Sensing (RES) has been 
shown to be a suitable tool for emission monitor-
ing. In RES, the emissions of vehicles are meas-
ured by measurement systems installed at the 
roadside. This allows for a non-invasive meas-
urement on the one hand, while one the other 
hand captures thousands of vehicles per day un-
der normal driving conditions.

In the field of RES CO2 emissions are commonly 
used in the determination of fuel related emis-
sion factors. Therefore, an accurate and reliable 
measurement of the emitted CO2 and pollutant
concentration is necessary. 

In this work we present a system for calibration-
free wavelength modulation spectroscopy for
RES, characterization details and measurement 
results. The characterization of laser parameters 
omits the need for reference measurements dur-
ing operation, while the principle itself has been 
shown to provide high accuracy, even in harsh 
conditions [2].

System Concept:
For our measurement system we use a DFB la-
ser diode for the selected CO2 absorption line at 
2004 nm, as it shows limited cross interference 

to H2O while having suitably high absorption, 
even at ambient CO2 concentrations. Our sys-
tem is additionally equipped with an ICL target-
ing NO2 at 3421 nm, and an ICL for NO at 5263
nm is prepared. Furthermore, we aim to involve 
NH3 measurements in the future.

Measurement Methods:
Wavelength Modulation Spectroscopy (WMS) is
a specialized application of Tunable Diode Laser 
Absorption Spectroscopy. Here the injection cur-
rent of the DFB laser is modulated by two super-
imposed sinusoidal signals: a low frequency 
scan (fs = 11.92 Hz) and a high frequency mod-
ulation (fm = 70 kHz).

The resulting amplitude modulation of the ab-
sorption feature is demodulated at fm and 2fm us-
ing a Lock-In amplifier. From the demodulated 
signals the resulting amplitude is calculated. As 
background absorption as well as nonlinear in-
tensity effects can occur, both background and 
absorption 2f signals must be normalized by the 
laser intensity contained in the 1f signal [3]:

S2f 1f⁄  =

 √((X2f
R1f

)
raw

- (X2f
R1f

)
bg

)
2

+ ((Y2f
R1f

)
raw

- (Y2f
R1f

)
bg

)
2

 (1) 

Here X2f and Y2f are the in-phase and quadrature 
components of the Lock-In Amplifier at 2f, while 
R1f is the root-sum-square of the 1f outputs [3].

Measurement of Laser Parameters:
The emitted light of the laser can be described 
by its intensity and wavelength response. Accu-
rately determining those laser parameters allows 
for a detailed modeling of the absorption process
[4]. By simulating the Lock-In detection as well, 
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the signal, as detected in the measurement, can 
me modeled. This model is then used to deter-
mine the concentration from the measured sig-
nal by a fitting process.  

Validation of Signal Reconstruction: 
The CF-WMS approach was validated in terms 
of the reconstruction of concentration values 
from the measured WMS signal. Using a gas di-
luter, a range of gas concentrations were intro-
duced into a gas cell with a pathlength of 2 m. 
Absorption spectra were recorded for each con-
centration. To account for absorption by ambient 
CO2 concentrations the gas cell was filled with 
pure N2 to record a background signal. Signals 
were averaged over 16.7 s. 

In Fig. 1 an example of measurement and eval-
uated spectrum is given. The evaluated meas-
urement of the CO2 concentration shows only an 
error of 2.98 %, which considering the low con-
centration and short pathlength shows to usabil-
ity of this system concept for RES applications. 

On-Road Measurement: 
The CF-WMS system was further tested in a 
real-world scenario on the road. With the spec-
troscopy unit placed on one and the reflector unit 

on the side of the road a measurement path-
length of 10.18 m was realized. A diesel passen-
ger car was used as a test vehicle. The consid-
ered measurement event started 2.5 s before the 
vehicle entered the measurement location. The 
Lock-In outputs were recorded for a total time of 
22 s.  

Data collected before the vehicle entered the 
measurement location was used as the back-
ground signal and used in the background cor-
rection (1). The modeled absorption was then fit-
ted to the background corrected signal to obtain 
the average CO2 concentration over the path-
length of 10.18 m. In Fig. 2 the evaluated CO2 
concentration during the measurement event is 
shown. 

Conclusions and Outlook 
The presented CF-WMS setup has been vali-
dated in laboratory measurements showing its 
potential for a calibration free measurement of 
CO2 concentrations, while first measurements in 
RES applications showed promising results.  

The work regarding additional laser source for 
the detection of the pollutants described above 
is ongoing. Superimposing the laser beams for 
all analytes allows us to measure all concentra-
tions simultaneously. 

By combining this measurement approach with a 
gas imaging technique further enhances the sys-
tems capabilities to measure absolute concen-
trations for all targeted analytes [5]. 
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Fig. 1: Comparison between a measurement of 912 
ppm CO2 over a pathlength of 2 m and the correspond-
ing evaluated concentration. 

Fig. 2: Measured pathlength-averaged CO2 concen-
tration of a passing diesel vehicle. 
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the signal, as detected in the measurement, can 
me modeled. This model is then used to deter-
mine the concentration from the measured sig-
nal by a fitting process. 

Validation of Signal Reconstruction:
The CF-WMS approach was validated in terms
of the reconstruction of concentration values
from the measured WMS signal. Using a gas di-
luter, a range of gas concentrations were intro-
duced into a gas cell with a pathlength of 2 m. 
Absorption spectra were recorded for each con-
centration. To account for absorption by ambient
CO2 concentrations the gas cell was filled with 
pure N2 to record a background signal. Signals
were averaged over 16.7 s.

In Fig. 1 an example of measurement and eval-
uated spectrum is given. The evaluated meas-
urement of the CO2 concentration shows only an 
error of 2.98 %, which considering the low con-
centration and short pathlength shows to usabil-
ity of this system concept for RES applications.

On-Road Measurement:
The CF-WMS system was further tested in a 
real-world scenario on the road. With the spec-
troscopy unit placed on one and the reflector unit

on the side of the road a measurement path-
length of 10.18 m was realized. A diesel passen-
ger car was used as a test vehicle. The consid-
ered measurement event started 2.5 s before the
vehicle entered the measurement location. The 
Lock-In outputs were recorded for a total time of
22 s. 

Data collected before the vehicle entered the
measurement location was used as the back-
ground signal and used in the background cor-
rection (1). The modeled absorption was then fit-
ted to the background corrected signal to obtain
the average CO2 concentration over the path-
length of 10.18 m. In Fig. 2 the evaluated CO2
concentration during the measurement event is
shown.

Conclusions and Outlook
The presented CF-WMS setup has been vali-
dated in laboratory measurements showing its
potential for a calibration free measurement of 
CO2 concentrations, while first measurements in
RES applications showed promising results. 

The work regarding additional laser source for 
the detection of the pollutants described above
is ongoing. Superimposing the laser beams for
all analytes allows us to measure all concentra-
tions simultaneously.

By combining this measurement approach with a 
gas imaging technique further enhances the sys-
tems capabilities to measure absolute concen-
trations for all targeted analytes [5].
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Summary:
We present a digital replica of a hydrogen pressure vessel enabled by distributed fiber optic sensors 
(DFOS). This digital replica dynamically displays and updates the vessel’s structural condition by calcu-
lating strain residuals defined as the difference between the measured DFOS strain and the expected 
strain based on pressure data. As an example, we show the ability of the DFOS to detect and localize 
damage caused by drilling six holes into the vessel’s body. This digital replica represents a foundational
step toward a fully integrated digital twin for predictive maintenance and remaining lifetime prognosis.

Keywords: fiber optic sensors, structural health monitoring, predictive maintenance, hydrogen, digital 
twins

Introduction
The demand for composite overwrapped pres-
sure vessels (COPVs) for hydrogen storage is 
expected to rise significantly in the future, driven 
by the ongoing energy transition toward sustain-
able sources. Therefore, an efficient and cost-ef-
fective solution to ensure safety and long-term 
sustainability is of high importance. Currently, 
COPVs are operated under strict regulations, in-
cluding regular and time-consuming inspections 
to assess their structural integrity [1]. The need 
of these regular inspections could be partially 
eliminated by using DFOS for continuous and 
real-time monitoring. So far, DFOS have been 
used for COPV monitoring only under stable 
pressure conditions [2,3].

In this paper, we present, to the best of our 
knowledge, for the first time a digital replica of a 
hydrogen pressure vessel that dynamically up-
dates the structural condition by analyzing real-
time DFOS and pressure data. We show that
digital twins based on data streams from DFOS
could facilitate predictive maintenance and re-
maining lifetime prognosis.

Results
Fig. 1a shows a section of the tested COPV with 
surface-applied optical fibers, along with dam-
age caused by drilling six holes into the compo-
site structure. The optical fibers were wrapped 
circumferentially around the COPV with a rela-
tively fixed wrapping angle, ensuring that the dis-
tance between two consecutive windings was 
approximately 20 mm. Because these fibers are
generally sensitive to both strain and 

temperature, additional strain-free optical fibers 
were used to compensate the temperature ef-
fect. To render these fibers strain-free, they were
placed inside capillary tubes glued along the
vessel’s horizontal direction. Two of these capil-
lary tubes are visible in Fig. 1a.

Fig. 1. A composite overwrapped pressure vessel 
(COPV) with damage caused by drilling six holes, 
monitored using distributed fiber optic sensors (a), 
and a 3D visualization of the calculated strain residu-
als.
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Fig. 1b shows a 3D visualization of the DFOS re-
sults after drilling six holes of a depth and diam-
eter of 8 mm and 4 mm, respectively.  DFOS 
measurements were conducting using the com-
mercial interrogator LUNA ODiSI 6100 (Luna In-
novations Inc., Roanoke, VA, USA). Further de-
tails about the sensing technique can be found 
in [4]. We observe that DFOS are able to detect, 
localize and quantify the damage in terms of 
strain residuals. The strain residuals result from 
the difference between the measured strain and 
the expected one under normal (undamaged) 
conditions. The expected strain arises from a 
simple regression model that outputs strain 
based on pressure data [5].  

Results from previous experiments show that 
DFOS are also capable of providing early indica-
tions of damage through strain residuals, even a 
few thousand of pressure cycles before failure 
[2]. These results, combined with the real-time 
sensing capabilities, can clearly open the way for 
the development of digital twins, such as the one 
shown in Fig. 2. 

Fig. 2. The concept of a digital twin enabled by dis-
tributed fiber optic sensors (DFOS). DFOS and pres-
sure data are sent in real-time from the physical to the 
digital domain. In the digital domain, the data are pro-
cessed, anomalies are detected, remaining lifetime is 
predicted, and commands are sent back to the physi-
cal object. 

The physical object is the real COPV instru-
mented with DFOS. The DFOS data along with 
pressure data are sent to a cloud. The digital rep-
lica is updated in real-time using the data stream 
from the physical object. In the digital domain, 
the data are processed and anomalies, like the 
one shown in Fig. 1b are detected. Then feed-
back is sent to the physical domain to determine 
whether to continue or terminate the operation.  

While our system is able to detect early signs of 
damage in COPVs, it is currently unable to relia-
bly assess the severity of the detected damage. 

Future work will focus on developing machine 
learning methods to classify damage severity 
and estimate the COPV remaining service life-
time. The estimation of the remaining lifetime is 
expected to reduce maintenance costs, enable 
more timely inspections, enhance the sustaina-
bility of the technology, and yield positive eco-
nomic impacts overall. To achieve this, we will 
make use data from previous experimental cam-
paigns as well as data to be collected from 
planned future experiments. However, we need 
to mention that due to the time-consuming and 
expensive nature of such experiments, simula-
tions and probabilistic machine learning algo-
rithms that can generalize well even with limited 
data should be employed.  

Conclusions 
We have reported to the best of our knowledge 
for the first time on a digital replica of a hydrogen 
pressure vessel enabled by DFOS data. Up to 
now, the digital replica allows for anomaly detec-
tion based on DFOS and pressure data. In the 
future, we will also include data from other 
COPVs that have already been tested and in 
combination with probabilistic machine learning, 
we will incorporate remaining lifetime prognosis. 
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Fig. 1b shows a 3D visualization of the DFOS re-
sults after drilling six holes of a depth and diam-
eter of 8 mm and 4 mm, respectively. DFOS 
measurements were conducting using the com-
mercial interrogator LUNA ODiSI 6100 (Luna In-
novations Inc., Roanoke, VA, USA). Further de-
tails about the sensing technique can be found
in [4]. We observe that DFOS are able to detect, 
localize and quantify the damage in terms of
strain residuals. The strain residuals result from 
the difference between the measured strain and
the expected one under normal (undamaged)
conditions. The expected strain arises from a 
simple regression model that outputs strain 
based on pressure data [5]. 

Results from previous experiments show that 
DFOS are also capable of providing early indica-
tions of damage through strain residuals, even a
few thousand of pressure cycles before failure
[2]. These results, combined with the real-time
sensing capabilities, can clearly open the way for
the development of digital twins, such as the one
shown in Fig. 2.

Fig. 2. The concept of a digital twin enabled by dis-
tributed fiber optic sensors (DFOS). DFOS and pres-
sure data are sent in real-time from the physical to the
digital domain. In the digital domain, the data are pro-
cessed, anomalies are detected, remaining lifetime is
predicted, and commands are sent back to the physi-
cal object.

The physical object is the real COPV instru-
mented with DFOS. The DFOS data along with
pressure data are sent to a cloud. The digital rep-
lica is updated in real-time using the data stream 
from the physical object. In the digital domain, 
the data are processed and anomalies, like the 
one shown in Fig. 1b are detected. Then feed-
back is sent to the physical domain to determine
whether to continue or terminate the operation. 

While our system is able to detect early signs of 
damage in COPVs, it is currently unable to relia-
bly assess the severity of the detected damage. 

Future work will focus on developing machine
learning methods to classify damage severity
and estimate the COPV remaining service life-
time. The estimation of the remaining lifetime is
expected to reduce maintenance costs, enable 
more timely inspections, enhance the sustaina-
bility of the technology, and yield positive eco-
nomic impacts overall. To achieve this, we will 
make use data from previous experimental cam-
paigns as well as data to be collected from
planned future experiments. However, we need
to mention that due to the time-consuming and
expensive nature of such experiments, simula-
tions and probabilistic machine learning algo-
rithms that can generalize well even with limited
data should be employed.

Conclusions
We have reported to the best of our knowledge
for the first time on a digital replica of a hydrogen 
pressure vessel enabled by DFOS data. Up to 
now, the digital replica allows for anomaly detec-
tion based on DFOS and pressure data. In the 
future, we will also include data from other
COPVs that have already been tested and in
combination with probabilistic machine learning,
we will incorporate remaining lifetime prognosis.
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Summary:
Hydrogen is under discussion as a potentially clean energy source, but its safe usage and handling in 
enclosed environments remains a critical challenge due to the properties of hydrogen. This work focuses 
on detecting and monitoring hydrogen concentration in closed spaces to improve safety by developing 
a sensor network-based leak detection system to prevent of the accumulation of hazardous mixtures.
Furthermore, the study details the implementation of a hydrogen sensor network within a container, 
analysing sensor placement, data collection, and safety improvements. The findings contribute to better 
risk assessment and enhanced safety protocols in hydrogen storage and usage facilities. 

Keywords: Hydrogen, Safety, Sensor network, Refuelling Station, Measurement Uncertainty

Background
In recent years, strategies for using hydrogen for 
decarbonisation have been proposed. An inter-
esting example is the National Hydrogen Strat-
egy of Germany [1]. These strategies also in-
clude increased research into the safety aspects 
of hydrogen to ensure public acceptance and re-
duce the risk of financial and human losses due 
to unforeseen hazards. This paper deals with the 
analysis of hydrogen release dynamics in an en-
closed space and the use of sensor technology 
to detect a leak at an early stage and implement 
safety measures before potentially hazardous
conditions are reached.

Introduction
Safe handling of hydrogen in enclosed spaces 
presents challenges due to its low molecular 
weight, high diffusivity, and wide flammability 
range [2]. A common practice in Europe is using 
containers to divide the hydrogen usage area 
with containers. As these areas are smaller and 
closed, a sensor network to find leaks is neces-
sary [3]. Knowing the influence of ventilation on 
the dynamics of hydrogen in closed areas is es-
sential to determine the placement of the sen-
sors.

Figure 1 shows the flammability diagram for H₂-
AIR-N₂ mixtures, which provides a critical frame-
work for assessing hydrogen-related explosion 
hazards in enclosed environments. It graphically 
defines the flammable region where combustion 
can occur based on the volumetric composition 
of hydrogen (H₂), Air (Oxidizers in air), and nitro-
gen (N₂). The area is bounded by the lower flam-
mability limit (LFL) and upper flammability limit 

(UFL), outside of which ignition is not sustainable
[4].

In closed spaces, inert gases like nitrogen signif-
icantly influence flammability by suppressing 
flame propagation and altering the minimum ig-
nition energy requirements. In less-ventilated ar-
eas, hydrogen accumulation can create flamma-
ble mixtures.

Understanding the flammability limits in confined 
spaces is essential for designing effective sensor 
networks, implementing ventilation strategies, 
and ensuring safe hydrogen storage and han-
dling in industrial and energy applications.

Fig 1: The flammability diagram for H₂-AIR-N₂ mixture.

The main goal of this experiment is to find the 
hydrogen dynamics in the container, exemplary
for a hydrogen electrolyser unit. The time to dis-
perse the hydrogen after a leak is determined to 
make a safety protocol.

Experimental Setup and Sensor Network 
The experiment was conducted in different 
phases. Initially, a database of commercially 
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available sensors developed during the project 
H2-Sense [5] was updated to a Microsoft -Ac-
cess based system. The sensor XEN-5320 from 
Xensor was selected for its fast response, mak-
ing it suitable for leak detection.  

The sensors are distributed across the container 
at different levels to determine the hydrogen vol-
ume fraction. As soon as the controlled release 
of hydrogen is stopped, the escape of the hydro-
gen in the containment is determined without ex-
ternal airflow. This will help continuously monitor 
the hydrogen concentration and help find the for-
mation of potential explosion mixtures. 

The two corresponding equations are: 
𝜙𝜙𝐻𝐻2(𝑡𝑡) = 𝛽𝛽 · 𝑡𝑡 + 𝑎𝑎 (1) 
𝜙𝜙𝐻𝐻2(𝑡𝑡) = 𝜙𝜙𝐻𝐻2−𝐶𝐶𝐶𝐶𝐶𝐶 · 𝑒𝑒−𝑡𝑡·𝜏𝜏 (2)

where 𝛽𝛽 is the rate of increase of hydrogen con-
centration, φH2 is the hydrogen concentration in 
Vol-%, a is the axis intercept, 𝜙𝜙𝐻𝐻2−𝐶𝐶𝐶𝐶𝐶𝐶 is the vol-
ume fraction of the used certified reference ma-
terial in Vol-% (“MXC-Mixture” with 5.55 Vol-% ± 
0.11 Vol-% Hydrogen in Nitrogen, AirLiquide, i.e. 
this mixture can be mixed with any amount of air 
and will never form an explosive mixture), t is the 
time in min and τ is the loss constant / min. 

Results 
In this study, uncertainty was evaluated using 
the GUM (Guide to the Expression of Uncertainty 
in Measurement) framework, incorporating both 
Type A (statistical) and Type B (systematic) un-
certainties. The expanded uncertainty for hydro-
gen concentration (𝜑𝜑H₂) was determined to be 
0.017% at a 95% confidence level, indicating the 
precision of the sensor measurements. Contrib-
uting factors include uncertainties in container 
volume (Vcon = 26.16 m³ ± 0.02 m³), gas ex-
change rate (n = 0.72 h⁻¹ ± 0.05 h⁻¹), and reten-
tion time (𝜏𝜏 = 5020 s ± 370 s). The discrepancy 
between theoretical and measured concentra-
tions (Δ𝜑𝜑H₂ = -0.121% ± 0.080%) highlights the 
impact of sensor response variations and envi-
ronmental conditions. Characterisation of these 
uncertainties ensures reliable hydrogen safety 
monitoring in closed spaces and supports the 
development of more robust detection strate-
gies. 

Figure 3 (a) shows the increase in the concen-
tration during the hydrogen release and various 
alarm levels. Figure 3 (b) shows the distribution 
of hydrogen within the container by natural dis-
persion. The sensors closer to the windows 
show lesser concentrations, showing faster dis-
sipation near the windows even when closed. 
The accumulation of hydrogen is first seen at the 
top of the container, with maximum accumulation 
near the leak source. 

(a) 

(b) 

Fig 3: (a) shows the concentration increase in the 
container during the controlled release of hydrogen. 
(b) Shows the dispersion of hydrogen as detected by

different sensors without any external ventilation

The findings validate the effectiveness of a sen-
sor network for real-time leak detection and pro-
vide critical insights for optimising sensor place-
ment and improving hydrogen safety strategies 
in closed environments. 
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available sensors developed during the project 
H2-Sense [5] was updated to a Microsoft -Ac-
cess based system. The sensor XEN-5320 from 
Xensor was selected for its fast response, mak-
ing it suitable for leak detection. 

The sensors are distributed across the container
at different levels to determine the hydrogen vol-
ume fraction. As soon as the controlled release 
of hydrogen is stopped, the escape of the hydro-
gen in the containment is determined without ex-
ternal airflow. This will help continuously monitor 
the hydrogen concentration and help find the for-
mation of potential explosion mixtures.

The two corresponding equations are: 
𝜙𝜙𝐻𝐻2(𝑡𝑡) = 𝛽𝛽 · 𝑡𝑡 + 𝑎𝑎 (1) 
𝜙𝜙𝐻𝐻2(𝑡𝑡) = 𝜙𝜙𝐻𝐻2−𝐶𝐶𝐶𝐶𝐶𝐶 · 𝑒𝑒−𝑡𝑡·𝜏𝜏 (2)

where 𝛽𝛽 is the rate of increase of hydrogen con-
centration, φH2 is the hydrogen concentration in
Vol-%, a is the axis intercept, 𝜙𝜙𝐻𝐻2−𝐶𝐶𝐶𝐶𝐶𝐶 is the vol-
ume fraction of the used certified reference ma-
terial in Vol-% (“MXC-Mixture” with 5.55 Vol-% ± 
0.11 Vol-% Hydrogen in Nitrogen, AirLiquide, i.e.
this mixture can be mixed with any amount of air
and will never form an explosive mixture), t is the
time in min and τ is the loss constant / min.

Results
In this study, uncertainty was evaluated using
the GUM (Guide to the Expression of Uncertainty
in Measurement) framework, incorporating both
Type A (statistical) and Type B (systematic) un-
certainties. The expanded uncertainty for hydro-
gen concentration (𝜑𝜑H₂) was determined to be 
0.017% at a 95% confidence level, indicating the 
precision of the sensor measurements. Contrib-
uting factors include uncertainties in container
volume (Vcon = 26.16 m³ ± 0.02 m³), gas ex-
change rate (n = 0.72 h⁻¹ ± 0.05 h⁻¹), and reten-
tion time (𝜏𝜏 = 5020 s ± 370 s). The discrepancy
between theoretical and measured concentra-
tions (Δ𝜑𝜑H₂ = -0.121% ± 0.080%) highlights the 
impact of sensor response variations and envi-
ronmental conditions. Characterisation of these
uncertainties ensures reliable hydrogen safety
monitoring in closed spaces and supports the
development of more robust detection strate-
gies.

Figure 3 (a) shows the increase in the concen-
tration during the hydrogen release and various
alarm levels. Figure 3 (b) shows the distribution
of hydrogen within the container by natural dis-
persion. The sensors closer to the windows
show lesser concentrations, showing faster dis-
sipation near the windows even when closed. 
The accumulation of hydrogen is first seen at the
top of the container, with maximum accumulation
near the leak source.

(a)

(b)

Fig 3: (a) shows the concentration increase in the
container during the controlled release of hydrogen.
(b) Shows the dispersion of hydrogen as detected by

different sensors without any external ventilation

The findings validate the effectiveness of a sen-
sor network for real-time leak detection and pro-
vide critical insights for optimising sensor place-
ment and improving hydrogen safety strategies
in closed environments.
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Analysis of Methods for Predicting H2 Sensor Responses
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Summary: Hydrogen (H2) is crucial for replacing fossil fuels and achieving net-zero emissions, but its flammability
and explosiveness pose safety challenges. Rapid H2 leak detection is essential for triggering emergency accidents.
However, H2 sensor response is constrained by material properties and gas flow dynamics, causing response and
detection delays. Our current study explores various available algorithms for H2 sensor response prediction from
early responses with a small time window, accelerating leakage detection. Our findings identify the most efficient
algorithms for real-time implementation, enhancing H2 safety systems.

Keywords: H2 safety,early H2 leakage detection,stable H2 value prediction, prediction algorithms

Introduction
(H2) plays a significant role in clean energy, but
its storage and transportation pose several chal-
lenges due to leakage and permeation. Leak-
age occurs through structural defects, while per-
meation involves the slow diffusion of hydrogen
through materials. These risks are heightened
in high-pressure storage, increasing the poten-
tial for rapid release and ignition. To address risk
concerns, sensor systems with advanced pre-
dictive algorithms are essential for early hydro-
gen safety, especially leak detection. The al-
gorithms improve detection speed and accuracy
by analyzing transient response signals and es-
timating stable sensor values. Numerous stud-
ies have explored predictive modeling for hydro-
gen sensor response. Shi et al. applied a CNN-
LSTM model to forecast hydrogen concentration
for rapid detection [1]. Hübert et al. developed
a mathematical approximation algorithm to esti-
mate the sensor t90 response time [2]. Osorio-
Arrieta et al. utilized the Gauss-Newton method
to accelerate the measurement time by fitting
transient response curves [3].

Existing literature primarily focuses on predict-
ing sensor response using the entire H2 sensor
response. This study focuses on algorithms that
predict H2 entire sensor response from an early
small time window of the sensor response. Our
study evaluates various algorithms’ mathemati-
cal feasibility and practical applicability for sen-
sor response prediction while providing a com-
prehensive overview of methods used in H2 sen-
sor analysis.

Hydrogen Sensor Response Behavior
In gas measurement, a sensor reacts to a
change in gas concentration, resembling a neg-
ative exponential curve as the hydrogen concen-
tration increases [4, 5]. Ideally, the sensor re-

sponse is stable when it reaches the targeted H2
gas concentration. However, sensor response
can be affected by both extrinsic and intrinsic
factors. Extrinsic factors include gas delivery dy-
namics and data acquisition delays. In contrast,
the intrinsic factors related to the sensor’s phys-
ical properties influence the delay between hy-
drogen release and initial signal detection [2]. As
illustrated in Fig. 1, we aim to predict the stable
value of the sensor response (green curve) using
a model (red curve).

Fig. 1: Hydrogen sensor response with key features:
sensor response, a small time window, and the
predicted response

We will follow a structured workflow to predict
H2 sensor response from a small time window.
First, raw time-series sensor responses will be
collected from experiments and real-world use
cases. Next, key variables—including the initial
response, small time window, and stable sensor
response—will be defined. Different prediction
models will be selected based on their accuracy
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and applied to estimate the stable response us-
ing small time data. In this research, we will
present various prediction models in the follow-
ing sections. The models’ outputs will be ana-
lyzed and evaluated, taking into account uncer-
tainties and potential errors in real-world sensor
responses. Finally, we will identify the most ef-
fective model for H2 sensor response prediction.

Classic Approximation (CA)
CA algorithms are based on analytical trans-
fer functions that approximate hydrogen sensors’
transient and steady-state response. They help
estimate key response characteristics such as
time delay and stable values. CA algorithms es-
tablish a clear analytical framework, enhancing
interoperability and providing valuable insights
into sensor dynamics. Different CA models, such
as First-Order Plus Dead Time (FOPDT) and
Second-Order Plus Dead Time (SOPDT), Expo-
nential and Polynomial Curve Fitting explained
in [6] are computationally efficient, requiring min-
imal processing power, which makes them well-
suited for efficient applications.

Statistical Regression (SR)
SR algorithms predict sensor responses based
on past sensor readings, making them prac-
tical for time-dependent predictions. In [7],
various SR algorithms such as Auto-regressive
(AR), Auto-regressive Moving Average (ARMA),
and Auto-regressive Integrated Moving Average
(ARIMA) are discussed, which provide a power-
ful approach for forecasting sensor values using
historical data. These algorithms are particularly
well-suited for time-series forecasting and real-
time sensor response prediction. By leveraging
past sensor readings, they can identify patterns
and trends, making them valuable for long-term
monitoring and adaptive calibration.

Machine Learning (ML)
ML is also a data-driven algorithm for predict-
ing hydrogen sensor responses, leveraging large
datasets for improved accuracy and robustness.
It offers advanced, data-driven solutions for pre-
dicting hydrogen sensor responses, particularly
in complex time-series data analysis. In [7], dif-
ferent ML algorithms such as Support Vector
Machines (SVMs), Random Forest Regression
(RF), Artificial Neural Networks (ANNs), Con-
volutional Neural Networks (CNNs), and Long
Short-Term Memory (LSTM) Networks are dis-
cussed, which leverage large datasets to im-
prove prediction accuracy and robustness. Un-
like traditional classic and statistical algorithms,
ML approaches can handle nonlinear sensor
behaviors, adapt to environmental variations,
and extract hidden patterns from sensor signals.
However, ML models require large, high-quality
datasets for training and can be computation-
ally intensive, making them less suitable for low-
power embedded sensor systems. Despite the
limitations, ML-based sensor prediction models

significantly enhance early leak detection and
adaptive monitoring, making them a powerful
tool in hydrogen safety applications.

Discussion
The H2 sensor response is dynamic and influ-
enced by ambient factors such as temperature,
pressure, and humidity, which introduce uncer-
tainties that should be quantified using appro-
priate error metrics and validation techniques.
Our study starts with classical models (FOPDT,
SOPDT), which estimate stable responses using
a small time window. Furthermore, we will con-
sider ARIMA for accurate prediction by consid-
ering uncertainties. Finally, we train the LSTM
model to enhance real-time H2 sensor response
predictions in large-scale datasets.

Conclusion
In this study, our objective is to predict the H2
sensor response using only a small time window
from the early H2 sensor response. Each model
has its strengths and limitations—some algo-
rithms excel at capturing specific features, while
others offer higher accuracy with lower compu-
tational costs. Therefore, we are exploring the
most efficient and reliable algorithms for quick H2
sensor response prediction. In the future, we aim
to test hybrid algorithm approaches by integrat-
ing CA, SR, and ML models to achieve optimal
prediction accuracy.
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and applied to estimate the stable response us-
ing small time data. In this research, we will
present various prediction models in the follow-
ing sections. The models’ outputs will be ana-
lyzed and evaluated, taking into account uncer-
tainties and potential errors in real-world sensor
responses. Finally, we will identify the most ef-
fective model for H2 sensor response prediction.

Classic Approximation (CA)
CA algorithms are based on analytical trans-
fer functions that approximate hydrogen sensors’
transient and steady-state response. They help
estimate key response characteristics such as
time delay and stable values. CA algorithms es-
tablish a clear analytical framework, enhancing
interoperability and providing valuable insights
into sensor dynamics. Different CA models, such
as First-Order Plus Dead Time (FOPDT) and
Second-Order Plus Dead Time (SOPDT), Expo-
nential and Polynomial Curve Fitting explained
in [6] are computationally efficient, requiring min-
imal processing power, which makes them well-
suited for efficient applications.

Statistical Regression (SR)
SR algorithms predict sensor responses based
on past sensor readings, making them prac-
tical for time-dependent predictions. In [7],
various SR algorithms such as Auto-regressive
(AR), Auto-regressive Moving Average (ARMA),
and Auto-regressive Integrated Moving Average
(ARIMA) are discussed, which provide a power-
ful approach for forecasting sensor values using
historical data. These algorithms are particularly
well-suited for time-series forecasting and real-
time sensor response prediction. By leveraging
past sensor readings, they can identify patterns
and trends, making them valuable for long-term
monitoring and adaptive calibration.

Machine Learning (ML)
ML is also a data-driven algorithm for predict-
ing hydrogen sensor responses, leveraging large
datasets for improved accuracy and robustness.
It offers advanced, data-driven solutions for pre-
dicting hydrogen sensor responses, particularly
in complex time-series data analysis. In [7], dif-
ferent ML algorithms such as Support Vector
Machines (SVMs), Random Forest Regression
(RF), Artificial Neural Networks (ANNs), Con-
volutional Neural Networks (CNNs), and Long
Short-Term Memory (LSTM) Networks are dis-
cussed, which leverage large datasets to im-
prove prediction accuracy and robustness. Un-
like traditional classic and statistical algorithms,
ML approaches can handle nonlinear sensor
behaviors, adapt to environmental variations,
and extract hidden patterns from sensor signals.
However, ML models require large, high-quality
datasets for training and can be computation-
ally intensive, making them less suitable for low-
power embedded sensor systems. Despite the
limitations, ML-based sensor prediction models

significantly enhance early leak detection and
adaptive monitoring, making them a powerful
tool in hydrogen safety applications.

Discussion
The H2 sensor response is dynamic and influ-
enced by ambient factors such as temperature,
pressure, and humidity, which introduce uncer-
tainties that should be quantified using appro-
priate error metrics and validation techniques.
Our study starts with classical models (FOPDT,
SOPDT), which estimate stable responses using
a small time window. Furthermore, we will con-
sider ARIMA for accurate prediction by consid-
ering uncertainties. Finally, we train the LSTM
model to enhance real-time H2 sensor response
predictions in large-scale datasets.

Conclusion
In this study, our objective is to predict the H2
sensor response using only a small time window
from the early H2 sensor response. Each model
has its strengths and limitations—some algo-
rithms excel at capturing specific features, while
others offer higher accuracy with lower compu-
tational costs. Therefore, we are exploring the
most efficient and reliable algorithms for quick H2
sensor response prediction. In the future, we aim
to test hybrid algorithm approaches by integrat-
ing CA, SR, and ML models to achieve optimal
prediction accuracy.
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Summary: 
Automation in the metrological traceability of measurements bears high potential for a more effective 
quality management with less human interaction and reduced risks from manual data processing. For 
this purpose all metrological and administrative information in quality certificates must be provided in a 
fully machine-readable and machine-interpretable form. Following the well-established approach of dig-
ital calibration certificates (DCCs) also other digital quality certificates are currently under development. 
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Introduction 
Conformity assessment documents, especially 
calibration and reference material certificates, 
contain valuable metrological information for la-
boratories and the industrial measurement tech-
nology. The correct handling and processing of 
this information can lead to more precise meas-
urement results, more effective and resilient pro-
cesses and increased yield. However, since a 
comprehensive metrological know-how and a 
well-documented quality infrastructure is neces-
sary to enable these advantages, the information 
in these quality certificates often remains unu-
tilized.   

For the automated handling and processing of 
quality certificates, their quantitative and admin-
istrative data must be interpretable by machines 
and algorithms. In view of nowadays complex 
and globally entangled value chains the data 
structure of such digital certificates should be 
harmonized to be readily utilizable across all 
stakeholder communities.  

The DCC as a Model for Digital Certificates 
With XML being a markup language that is es-
tablished and stable since decades, Digital Cali-
bration Certificates (DCCs) were recently con-
verted into a structured data format. For a funda-
mental harmonization an XML-schema was de-
veloped with the global participation of many 
stakeholders from the metrological and quality 

infrastructure sector, which is freely available 
and currently hosted by the Physikalisch-Tech-
nische Bundesanstalt (PTB). [1] This DCC-
schema defines the basic architecture and termi-
nology of DCCs, which is mainly regulated by the 
ISO/IEC 17025 standard [2]. Further harmoniza-
tion within specific metrological areas is 
achieved by good practice definitions which are 
currently under development [3-6]. 

Fig. 1. The DCC-Schema is adapted for other digital 
quality documents. 

Adaptations for Further Quality Certificates 
Besides calibration certificates, there are other 
conformity assessment documents that could be 
processed automatically in a digital quality man-
agement environment. Although there are broad 
similarities, especially in terms of content and 
terminology of the administrative information, 
each of those document types has specific re-
quirements, mainly determined by a respective 
standard of the ISO 17XXX series. Hence the es-
tablished DCC-Schema is not suitable for other 
quality documents as a whole and is currently 
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adapted by experts for each certificate type ac-
cordingly (see Fig. 1). 

Digital Certificates of Conformity (DCoC) [7] 
contain less quantitative information but require 
a clear semantic concerning the certification cri-
teria which are mostly derived from harmonized 
standards. These standards are linked directly 
with a reference to the specific clause in DCoCs. 

Digital Reference Material Certificates 
(DRMC) contain material properties as metro-
logical information that are mostly represented in 
a similar way as in DCCs, including uncertain-
ties. In both cases, this quantitative data is pro-
vided via the Digital-SI format which is directly 
included into both schemas. The D-SI implies a 
formalism for the machine-interpretable state-
ments of units and their origin from the SI base 
units as well as the associated measurement un-
certainties. [8] With a direct relation to the novel 
BIPM SI-Digital Reference Point [9], the interpre-
tation of digital units becomes unambiguous 
around the globe.  

Digital test reports (DTR) require a large variety 
of possible data representations and conformity 
assessment formats. First DTR realizations for 
specific testing procedures are currently under 
development will probably result in individual 
schema implementations. The universe of test-
ing procedures is highly diverse and the harmo-
nization between different testing communities 
beyond the administrative information will re-
main a challenge. 

Digitally Verifiable Accreditation for Quality 
Services 
Often, conformity assessment services are re-
quested from accredited service providers to as-
sure the defined requirements for the execution 
of their procedures are met. The fact that a con-
formity assessment service was provided within 
the scope of an accreditation needs to be appar-
ent on the resulting certificate. On human read-
able certificates, this is usually represented by a 
logo of the national accreditation body and a ref-
erence to the accreditation case number for the 
respective service provider. 

For the representation of the accreditation on 
machine-readable certificates, the German Ac-
creditation Body (DAkkS) has set up the public 
key infrastructure (PKI) for a Digital Accredita-
tion Symbol (d-AS). [9] This allows accredited 
bodies to equip their machine-readable certifi-
cates with an advanced electronic seal, which 
represents their digital identity as a holder of an 
active accreditation for their services at the time 
of final certificate authorization. As it also pro-
vides all other functionalities of an electronic 
seal, (i.e. data integrity and authenticity), it can 
fully replace a digital signature on accredited 

quality certificates (eAttestations). The verifica-
tion on the receiver side can be fully automated 
and seamlessly integrated into digital workflows. 

Fig. 2. The advantages of machine-readable certifi-
cates and an automated quality management. 

Conclusion 
Digital conformity assessment certificates ena-
ble the automatization of quality assurance in la-
boratories and the industrial measurement tech-
nology (see Fig. 2). The automated validation, 
transfer, and data processing releases manual 
workload and lead to more effective and resilient 
processes with reduced risks. 
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adapted by experts for each certificate type ac-
cordingly (see Fig. 1).

Digital Certificates of Conformity (DCoC) [7] 
contain less quantitative information but require
a clear semantic concerning the certification cri-
teria which are mostly derived from harmonized
standards. These standards are linked directly
with a reference to the specific clause in DCoCs. 

Digital Reference Material Certificates
(DRMC) contain material properties as metro-
logical information that are mostly represented in
a similar way as in DCCs, including uncertain-
ties. In both cases, this quantitative data is pro-
vided via the Digital-SI format which is directly 
included into both schemas. The D-SI implies a 
formalism for the machine-interpretable state-
ments of units and their origin from the SI base 
units as well as the associated measurement un-
certainties. [8] With a direct relation to the novel
BIPM SI-Digital Reference Point [9], the interpre-
tation of digital units becomes unambiguous
around the globe. 

Digital test reports (DTR) require a large variety
of possible data representations and conformity
assessment formats. First DTR realizations for 
specific testing procedures are currently under
development will probably result in individual
schema implementations. The universe of test-
ing procedures is highly diverse and the harmo-
nization between different testing communities
beyond the administrative information will re-
main a challenge.

Digitally Verifiable Accreditation for Quality 
Services
Often, conformity assessment services are re-
quested from accredited service providers to as-
sure the defined requirements for the execution 
of their procedures are met. The fact that a con-
formity assessment service was provided within 
the scope of an accreditation needs to be appar-
ent on the resulting certificate. On human read-
able certificates, this is usually represented by a
logo of the national accreditation body and a ref-
erence to the accreditation case number for the
respective service provider.

For the representation of the accreditation on
machine-readable certificates, the German Ac-
creditation Body (DAkkS) has set up the public
key infrastructure (PKI) for a Digital Accredita-
tion Symbol (d-AS). [9] This allows accredited 
bodies to equip their machine-readable certifi-
cates with an advanced electronic seal, which
represents their digital identity as a holder of an
active accreditation for their services at the time
of final certificate authorization. As it also pro-
vides all other functionalities of an electronic
seal, (i.e. data integrity and authenticity), it can
fully replace a digital signature on accredited

quality certificates (eAttestations). The verifica-
tion on the receiver side can be fully automated
and seamlessly integrated into digital workflows.

Fig. 2. The advantages of machine-readable certifi-
cates and an automated quality management.

Conclusion
Digital conformity assessment certificates ena-
ble the automatization of quality assurance in la-
boratories and the industrial measurement tech-
nology (see Fig. 2). The automated validation,
transfer, and data processing releases manual
workload and lead to more effective and resilient
processes with reduced risks.
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Summary: 
Direct photoacoustic spectroscopy setups oftentimes employ acoustic resonators to enhance the pho-
toacoustic signal and suppress acoustic noise from the environment. In this contribution the coupling of 
an idealized sound source to a cylindrical resonator is simulated and shows the dependence of the 
coupling efficiency on the relative position of the sound source with respect to the resonator. The simu-
lations reveal the spatial dependence of the ideal incoupling positions as a function of the resonator 
modes. The results are important for setups that spatially separate acoustic sound generation and de-
tection. 

Keywords: direct photoacoustic spectroscopy, acoustic resonator, coupling simulation 

Introduction 
The use of resonator-enhanced, direct photoa-
coustic spectroscopy setups for gas monitoring 
is a versatile tool for sensitive [1] detection of the 
molecular number density. Laser or light emitting 
diode (LED) – based devices have been shown 
to achieve limits of the detection in the ppb range 
[2,3]. For scenarios, where the spectral band-
width of the exciting light source is much nar-
rower than typical absorption features, the per-
formance in terms of selectivity exceeds that of 
indirect photoacoustic setups [4] and conse-
quently, it is a complementary technology in this 
regard.  

Typically, the photoacoustic wave generation is 
done within the acoustic resonator, i.e. the excit-
ing light is funneled into the acoustic resonator, 
where it is absorbed according the Beer-Lambert 
law [5] ultimately leading to the generation of an 
acoustic wave, whose amplitude indicates the 
number density of the target molecules. A large 
overlap between the acoustic eigenmodes of the 
resonator and the light beam achieves an excel-
lent coupling efficiency in case the overall ab-
sorption is weak, leading a nearly constant 
sound wave amplitude along the absorption 
path. 

However, in case of strong absorption, the light 
absorption leads to exciting the molecules local-
ized. In this case, the signal detected with a mi-
crophone may even decrease with increasing 
number density, since the coupling between 
generated sound wave and the resonator 
eigenmodes is weak. 

In these cases, spatial separation of the sound 
wave generation and the acoustic resonator may 
offer systematic advantages, since signal gener-
ation and signal detection may be optimized in-
dependently. This may also be of relevance in 
setups aimed at detecting multiple gases with a 
single resonator [6]. In this case, the efficiency of 
coupling acoustic waves into a resonator be-
comes crucial. To this end, a simulation of a 
point-like sound source has been used to inves-
tigate the efficiency of photoacoustic wave cou-
pling into acoustic resonators. 

Setup of the Model 
The simulation model is depicted in Figure 1 and 
features a point-source of sound in the vicinity of 
a cylindrical resonator.  

Fig. 1. The photoacoustic signal is modelled as a 
point source and the coupling efficiency into the reso-
nator’s eigenmodes is investigated as function of the 
distance from the opening and the radial offset from 
the symmetry axis. 
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The mode spectrum of a resonator with a diam-
eter of 20 mm and a length of 35 mm is simulated 
in a modulation frequency range 𝜔𝜔��� between 
2 kHz – 25 kHz. The amplitude of the different 
excited eigenmodes is used as a means to quan-
tify the coupling efficiency as a function of the 
position of the sound source. Fig. 2 shows the 
frequency spectrum of the resonator.

Fig. 2. The frequency spectrum of the longitudinal 
and azimuthal modes of the acoustic resonator. 

The simulation results have been checked by ex-
citing sound waves using a capacitor and a 
MEMS microphone inside the resonator. By 
scanning the excitation frequency of the capaci-
tor, sound waves of equal frequency have been 
generated and the response to a frequency 
sweep has been analyzed using a Lock-In Am-
plifier. 

Results 
The spatial dependence of the efficiency of ex-
citing acoustic waves inside the resonator as a 
function of the relative position of the sound 
source is depicted in Figure 3 and 4 for the lon-
gitudinal eigenmode at 13867 Hz and the azi-
muthal eigenmode at 20830 Hz in longitudinal 
and radial direction, respectively.  

 Fig. 3. Coupling efficiency to the longitudinal (a) and 
azimuthal (b) mode as a function of the longitudinal 
displacement.  

Fig. 4. Coupling efficiency to the longitudinal (a) and 
azimuthal (b) mode as a function of the radial dis-
placement.  

The measurements show fundamentally differ-
ent behavior of the spatial dependence of the 
coupling efficiency for different classes of 
eigenmodes.  

Conclusion 
The spatial decoupling of photoacoustic signal 
generation and detection offers means to inde-
pendently optimize the dynamic range and sen-
sitivity of direct photoacoustic setups. The cou-
pling efficiency hinges on the relative position of 
the sound source and may be tuned in order to 
optimized schemes for multigas detection fur-
ther. 
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Summary:
We present a concept for the development of a dual-chamber photoacoustic sensor for refrigerant leak 
detection using R227ea as an example. Photoacoustic detection allows a very compact sensor with high 
sensitivity and selectivity to be realized. The simulations presented in this paper demonstrate that the 
sensor can cover the concentration range of 0-5000 ppm R227ea, with a limit of detection (LOD) of
approximately 20 ppm R227ea.
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Motivation
Refrigerants are gases or liquids, predominantly 
chemical compound with hydrogen and carbon 
atoms, deployed in cooling processes or other 
cooling applications. Some of these gaseous 
compounds are known for their high infrared (IR) 
absorption [1]. Therefore, they are among the 
gases whose emissions into the atmosphere 
must be monitored and whose use must be min-
imized. The detection of 1,1,1,2,3,3,3-hep-
tafluoropropane (R227ea), a well-known refrig-
erant used in refrigeration applications [2], is of 
great significance. R227ea, whose absorption 
spectrum was previously measured [3], is one of 
the strongly absorbing gases in the IR. One sen-
sor application is the detection of R227ea leaks 
in cooling applications. Such a leak is a possible 
reason for the undesired release of this gas into 
the atmosphere. In this context, a proper detec-
tion unit is needed to detect these leaks. The 
early detection of a gas leak allows to act as 
quickly as possible and to prevent the emission 
of R227ea into the atmosphere. We are investi-
gating the feasibility of using a photoacoustic 
dual-chamber sensor for R227ea detection.

Sensor concept
The planned sensor consists of an IR source, a 
photoacoustic detector, and an absorption cell in 
in the optical path for gas exchange. The photo-
acoustic detector itself is a closed chamber with 
a MEMS microphone, which is filled with 100% 
R227ea. This detector chamber is sealed with a 
silicon window, that is transparent in the 

wavelength ranges of R227ea absorption. The 
IR source implemented for this application is a
thermal IR emitter which covers all absorption 
bands of R227ea. The sensor is being devel-
oped to measure in the range 0-5000 ppm 
R227ea with a LOD in the low ppm range.

Simulations to determine the dimensions of the 
planned sensor including the optical path length 
(LO), which is the length of the absorption cell, as 
well as the response of the planned sensor and 
its sensitivity to R227ea were carried out and 
evaluated.

Fig. 1. Simulation of the absorption of a detector 
filled with R227ea with a detector length of 1.5 mm 
and its spectral response towards 1000 ppm R227ea 
in the absorption cell (LO = 5 cm). 

DOI 10.5162/SMSI2025/C7.2



SMSI 2025 Conference – Sensor and Measurement Science International 176

The calculations presented in this paper are 
based on the same formulas employed in the 
simulations published in [3,4]. The absorption in-
side a R227ea photoacoustic detector with a 
length of 1.5 mm was calculated and is plotted in 
Fig. 1. The detector contains 100 vol.-% R227ea 
and is the basis for all calculations. The results 
of the spectral calculations indicate that the ab-
sorption at 8.18 µm is of high relevance, be-
cause the spectral detector signal at this wave-
length decreases to roughly 71.9 % when 
1000 ppm R227ea is in the absorption cell 
(LO = 5 cm). Furthermore, the absorption at 
7.65 µm, 8.04 µm, 8.87 µm and at 14.5 µm are 
also relevant, because the spectral detector re-
sponse at these wavelengths is also high and 
decreases strongly with the absorption of 
1000 ppm R227ea. On the other hand, the 
R227ea detector shows at the other wavelength 
(11.01 µm, 11.63 µm and 13.48 µm) a slight 
change in the spectral detector signal. It seems 
that the very strong absorption bands have the 
highest influence on the signal change.  

Fig. 2. Simulation of the response of the planned 
R227ea sensor (LO = 5 cm) to R227ea in the desired 
concentration range (0-5000 ppm R227ea). 

The results of the simulations with the sensor re-
sponse and its calibration, including the logistic 
function that is a suitable function for the calibra-
tion, are shown in Fig. 2. The detector signal 
shows a linear decrease at low concentrations 
(up to 400 ppm R227ea) and tends to become 
more nonlinear with increasing R227ea concen-
tration. The sensor shows a decrease in the full-
scale (FS) signal with a decrease of about 
9.59×10-3 %FS/ppm reaching 96.16 %FS at 
400 ppm R227ea. This reflects and explains the 
sensitivity of the sensor to R227ea at low con-
centrations, which is about 0.19 %FS/20 ppm. At 
the upper concentration limit, the sensor 
achieves a response and a sensitivity of 
67.3 %FS and 0.08 %FS/20ppm, respectively. 
The sensitivity of the sensor therefore dropped 
to more than half at 5000 ppm R227ea, which is 

due to the nonlinear decrease of the simulated 
response of the sensor. 

Fig. 3. Simulation of the sensitivity of the planned 
R227ea sensor to R227ea in the desired concentra-
tion range (20-5000 ppm R227ea). 

The lowest concentration that can be measured 
using this setup is approximately 20 ppm 
R227ea. 

Conclusion 
A concept of a photoacoustic dual-chamber sen-
sor was developed for leak detection of R227ea, 
relevant in cooling processes or refrigerant ap-
plications. The simulations presented in this pa-
per demonstrate that the sensor can cover the 
concentration range of 0-5000 ppm R227ea, with 
the lowest possible detectable concentration of 
approximately 20 ppm R227ea. Next steps will 
include the fabrication of the sensor and charac-
terization measurements. 

References 
[1] R. V. Kochanov, I. E. Gordon, L.S. Rothman, K.P.

Shine, S.W. Sharpe, T.J. Johnson, T.J. Walling-
ton, J. J. Harrison, P. F. Bernath, M. Birk, G. Wag-
ner, K. Le Bris, I. Bravo, C. Hill, “Infrared absorp-
tion cross-sections in HITRAN2016 and beyond:
Expansion for climate, environment, and atmos-
pheric applications." Journal of Quantitative Spec-
troscopy and Radiative Transfer 230, 172-221
(2019)

[2] A. P. Fröba, C. Botero, A. Leipertz, “Thermal Dif-
fusivity, Sound Speed, Viscosity, and Surface Ten-
sion of R227ea (1,1,1,2,3,3,3-Heptafluoropro-
pane)”, International Journal of Thermophysics 27,
1609-1625 (2006)

[3] H. Yassine, C. Weber, N. Brugger, J. Wöllenstein,
K. Schmitt, “Towards a Miniaturized Photoacoustic 
Detector for the Infrared Spectroscopic Analysis of
SO2F2 and Refrigerants”, Sensors 23(1), 180
(2023)

[4] M. El-Safoury, C. Weber, O. Kiesewetter, Y. Hes-
pos, A. Eberhardt, K. Schmitt, J. Wöllenstein, “Min-
iaturized photoacoustic detection of organofluo-
rine-based refrigerants”, Journal of Sensors and
Sensor Systems 9(1), 89-97 (2020)

DOI 10.5162/SMSI2025/C7.2



SMSI 2025 Conference – Sensor and Measurement Science International 177

The calculations presented in this paper are 
based on the same formulas employed in the
simulations published in [3,4]. The absorption in-
side a R227ea photoacoustic detector with a
length of 1.5 mm was calculated and is plotted in 
Fig. 1. The detector contains 100 vol.-% R227ea
and is the basis for all calculations. The results
of the spectral calculations indicate that the ab-
sorption at 8.18 µm is of high relevance, be-
cause the spectral detector signal at this wave-
length decreases to roughly 71.9 % when
1000 ppm R227ea is in the absorption cell
(LO = 5 cm). Furthermore, the absorption at 
7.65 µm, 8.04 µm, 8.87 µm and at 14.5 µm are 
also relevant, because the spectral detector re-
sponse at these wavelengths is also high and
decreases strongly with the absorption of 
1000 ppm R227ea. On the other hand, the 
R227ea detector shows at the other wavelength
(11.01 µm, 11.63 µm and 13.48 µm) a slight 
change in the spectral detector signal. It seems
that the very strong absorption bands have the 
highest influence on the signal change. 

Fig. 2. Simulation of the response of the planned
R227ea sensor (LO = 5 cm) to R227ea in the desired 
concentration range (0-5000 ppm R227ea).

The results of the simulations with the sensor re-
sponse and its calibration, including the logistic
function that is a suitable function for the calibra-
tion, are shown in Fig. 2. The detector signal
shows a linear decrease at low concentrations 
(up to 400 ppm R227ea) and tends to become
more nonlinear with increasing R227ea concen-
tration. The sensor shows a decrease in the full-
scale (FS) signal with a decrease of about 
9.59×10-3 %FS/ppm reaching 96.16 %FS at 
400 ppm R227ea. This reflects and explains the 
sensitivity of the sensor to R227ea at low con-
centrations, which is about 0.19 %FS/20 ppm. At
the upper concentration limit, the sensor 
achieves a response and a sensitivity of 
67.3 %FS and 0.08 %FS/20ppm, respectively. 
The sensitivity of the sensor therefore dropped 
to more than half at 5000 ppm R227ea, which is

due to the nonlinear decrease of the simulated
response of the sensor.

Fig. 3. Simulation of the sensitivity of the planned
R227ea sensor to R227ea in the desired concentra-
tion range (20-5000 ppm R227ea).

The lowest concentration that can be measured
using this setup is approximately 20 ppm 
R227ea.

Conclusion
A concept of a photoacoustic dual-chamber sen-
sor was developed for leak detection of R227ea,
relevant in cooling processes or refrigerant ap-
plications. The simulations presented in this pa-
per demonstrate that the sensor can cover the
concentration range of 0-5000 ppm R227ea, with
the lowest possible detectable concentration of 
approximately 20 ppm R227ea. Next steps will
include the fabrication of the sensor and charac-
terization measurements.
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Summary:
In the field of photoacoustic imaging, systems with light sources with low pulse energy are currently 
being investigated. This study presents an analysis of different analog front-end architectures for such 
imaging, in particular their impact on the signal-to-noise ratio (SNR). The focus is on systems with high 
pulse repetition frequencies (PRF) and sampling rates of up to 50 Mega-Samples per second (MSPS).
The architectures, which is tailored to Piezoelectric and Capacitive Micromachined Ultrasonic 
Transducer (PMUTs & CMUTs), include combinations of analog front-ends (AFE), preamplifiers, 
transimpedance amplifiers, and analog-to-digital converters (ADC). For testing purposes, the MUTs 
are simulated and set up with passive components.

Keywords: readout, signal conditioning, digitalization, analog front-end, photoacoustic imaging, 

Background Motivation
High-power lasers with low pulse repetition 
frequencies (~10-20 Hz with ~20 mJ/cm2) are
often used in photoacoustic imaging. To 
increase system integration, the pulse energies 
can be reduced when the PRF is increased 
(kHz-range with ~1mJ/cm2) to generate an 
image by averaging. These reduced energies 
allow lasers with a smaller footprint to be used. 
Both variants aim to exploit the full maximum 
permissible exposure (MPE) [1].

In photoacoustic imaging with low pulse energy,
it is necessary to make the signal amplification 
and acquisition as low-noise and sensitive as 
possible. In this work, an analysis of different 
analog front-end architectures for photoacoustic 
imaging, with particular emphasis on their 
impact on the SNR is presented. Different 
integration times (Allan deviation) and pulse 
frequencies are investigated.  

Systems operating at high repetition rates with 
sampling rates of up to 50 MSPS are being 
investigated. The system has been tailored to 
suit PMUTs and CMUTs. The architectures 
include different combinations of AFE, 
preamplifiers, transimpedance amplifiers and 
ADCs. The potential of using different types of 
ADCs and AFEs to improve the system's 
sensitivity and SNR is also being explored. The 
aim is to optimize the sensitivity of AFE for

sonography and especially photoacoustic 
imaging.

Readout architectures for MUTs
There are two main approaches for recording 
analog ultrasound signals. One approach is to 
use transimpedance amplifiers to amplify the 
charge generated from the MUT and convert 
into a voltage. This signal is digitized by an 
ADC. Another approach is to use a fully 
integrated circuit to amplify and digitize the data 
in one chip. A printed circuit board (PCB) is 
used to build and test various useful 
combinations of amplifier and digitalization 
components. The different system architectures 
are shown in Fig. 1.

Fig. 1: Overview of the different system architectures. 
Four architectures with four channels each. 
12- & 16-bit ADC and AFE with two different
preamplifier and transimpedance amplifiers.

ADCs and AFEs are read out using serial low 
voltage differential signaling (LVDS). To ensure 
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comparability, all 16 channels are read out at a 
uniform sampling rate of 50 MHz. The readout 
is made by a Xilinx Zynq XC7Z020. This 
System-on-a-Chip (SoC) combines two ARM 
processor units with FPGA logic, providing high 
flexibility. The use of the Xilinx Zynq for data 
processing enables efficient management of 
multiple parallel input data streams from various 
channels. 

Simulation of MUT 
In photoacoustic imaging, typically small signals 
are recorded that follow a damped harmonic 
oscillation. Most ultrasound systems utilize lead 
zirconate titanate (PZT) transducers rather than 
CMUTs. MUT technology provide benefits such 
as enhanced bandwidth, the simplicity of 
constructing large, compact arrays, and the 
ability to integrate with supporting electronics 
[2]. MUTs can be used in pulse-echo mode for 
sonography or in receive mode for 
photoacoustic imaging. The received signals of 
both methods are similar. The main difference 
is that the signals in photoacoustics are an 
order of magnitude lower than in pulse echo, 
leading to a decrease in the SNR. Fig. 2 shows 
typical photoacoustic signals. High power lasers 
with low pulse repetition frequencies are 
compared with low power lasers with high 
repetition rates. The axes on the left and right 
illustrate the demands on the sensitive 
electronics since the signal decreases a 
hundredfold at low pulse energies. 

Fig. 2 Typical photoacoustic impulse response 
generated by a vessel in the hand. Comparison 
between high power Nd:YAG laser + optical 
parametric oscillator (OPO, single shot 0.45 mJ 
pulse) and low power pulsed laser diode (4.4 uJ 
averaged 10,000 times) [3] . 

To study the different channel architecture of 
the AFE, a test circuit is developed to ensure 
comparability. In a multi-channel MUT, the 
photoacoustic signals are different depending 
on the position relative to the sound source. 
Another option, a digital-to-analog converter 
(DAC), can produce a synthetic fast waveform, 
but as a voltage source it does not simulate the 
reality of a MUT, which produces a finite 

charge. Both variants therefore do not provide 
reliable or realistic photoacoustic signals as 
from MUTs for a comparison of the channels 
and are therefore unreliable as a source. For 
this reason, a circuit is to be developed that 
uses an analog filtered pulse as a 
photoacoustic source. With the help of a 
simulation, a circuit consisting of passive 
components is developed that behaves like 
MUTs. In this way, millivolt signals with similar 
wavefronts and limited charge input can be 
generated to obtain a reliable method for 
validating the channels. This simulation is 
shown in Fig. 3. The attenuation, which 
determines the decay behavior, and the voltage 
amplitude, which influences the SNR, can be 
regulated by the values of the passive 
components. 

0µs 2µs 4µs 6µs 8µs 10µs
-0.5mV

0.0mV

0.5mV

1.0mV

1.5mV V(vout_cmut)

Fig. 3 The top image shows the setup using passive 
components in LTSpice, which behaves similarly to a 
MUT. The lower picture shows the simulation result. 

Conclusion 
In summary, this work demonstrates a way to 
characterize different analog front-end 
architectures for photoacoustic imaging using a 
synthetic signal. A simulation of a real MUT 
provides a reliable method to validate the 
channels using an analog filtered pulse as input 
signal.  
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comparability, all 16 channels are read out at a
uniform sampling rate of 50 MHz. The readout 
is made by a Xilinx Zynq XC7Z020. This
System-on-a-Chip (SoC) combines two ARM
processor units with FPGA logic, providing high
flexibility. The use of the Xilinx Zynq for data 
processing enables efficient management of 
multiple parallel input data streams from various
channels.

Simulation of MUT
In photoacoustic imaging, typically small signals
are recorded that follow a damped harmonic
oscillation. Most ultrasound systems utilize lead 
zirconate titanate (PZT) transducers rather than
CMUTs. MUT technology provide benefits such 
as enhanced bandwidth, the simplicity of 
constructing large, compact arrays, and the
ability to integrate with supporting electronics
[2]. MUTs can be used in pulse-echo mode for 
sonography or in receive mode for 
photoacoustic imaging. The received signals of 
both methods are similar. The main difference
is that the signals in photoacoustics are an
order of magnitude lower than in pulse echo,
leading to a decrease in the SNR. Fig. 2 shows
typical photoacoustic signals. High power lasers
with low pulse repetition frequencies are 
compared with low power lasers with high
repetition rates. The axes on the left and right
illustrate the demands on the sensitive
electronics since the signal decreases a 
hundredfold at low pulse energies.

Fig. 2 Typical photoacoustic impulse response
generated by a vessel in the hand. Comparison
between high power Nd:YAG laser + optical 
parametric oscillator (OPO, single shot 0.45 mJ
pulse) and low power pulsed laser diode (4.4 uJ
averaged 10,000 times) [3] .

To study the different channel architecture of 
the AFE, a test circuit is developed to ensure 
comparability. In a multi-channel MUT, the
photoacoustic signals are different depending
on the position relative to the sound source.
Another option, a digital-to-analog converter
(DAC), can produce a synthetic fast waveform, 
but as a voltage source it does not simulate the
reality of a MUT, which produces a finite

charge. Both variants therefore do not provide 
reliable or realistic photoacoustic signals as
from MUTs for a comparison of the channels
and are therefore unreliable as a source. For 
this reason, a circuit is to be developed that
uses an analog filtered pulse as a
photoacoustic source. With the help of a
simulation, a circuit consisting of passive 
components is developed that behaves like 
MUTs. In this way, millivolt signals with similar
wavefronts and limited charge input can be 
generated to obtain a reliable method for 
validating the channels. This simulation is
shown in Fig. 3. The attenuation, which 
determines the decay behavior, and the voltage
amplitude, which influences the SNR, can be 
regulated by the values of the passive 
components.
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Fig. 3 The top image shows the setup using passive
components in LTSpice, which behaves similarly to a
MUT. The lower picture shows the simulation result.

Conclusion
In summary, this work demonstrates a way to 
characterize different analog front-end 
architectures for photoacoustic imaging using a
synthetic signal. A simulation of a real MUT
provides a reliable method to validate the
channels using an analog filtered pulse as input 
signal.

References
[1] K. Sivasubramanian, M. Pramanik: “High frame 

rate photoacoustic imaging at 7000 frames per
second using clinical ultrasound system”,
DOI: 10.1364/BOE.7.000312

[2] Zhihong Wang et al.: “Micromachined thick film
piezoelectric ultrasonic transducer array”,
DOI: 10.1016/J.SNA.2005.10.054

[3] Roy G. M. Kolkman, Wiendelt Steenbergen, Ton
G. van Leeuwen: “In vivo photoacoustic imaging 
of blood vessels with a pulsed laser diode”,
DOI 10.1007/S10103-006-0384-Z
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Summary:
The presented system for evaluation Infrared (IR) components enables high efficiently selection of IR
detectors and infrared sources and their configuration for a wide range of application scenarios espe-
cially for optical gas sensors. The core components are the detector board, the emitter board and a 
central main unit that ensures high performance of the IR components and interface communication
between as well as to an external PC. The detector interface performs signal amplification and digitiza-
tion, while the emitter interface supplies a modulated and controlled power. The main unit connects all 
components and enables transparent data visualization as well as easy configurations via the developed 
PC software. The modular architecture enables multiple types of characterization of different IR compo-
nents e.g. for environmental monitoring and medical diagnostics.

Keywords: eNDIRi², evaluation kit, IR component, IR emitter, IR detector

Motivation
In modern sensor technology, pyro- and thermo-
pile detectors as well as infrared emitters play a 
crucial role in the detection of infrared light and 
thermal radiation. This paper describes the de-
sign and implementation of an integrated system 
which enables a high efficiently selection of IR
detectors and infrared sources and their config-
uration for a wide range of application scenarios 
especially for optical gas sensors. By the versa-
tile structure, an optimized couple of detector 
and source with optimal adapted working param-
eters can be implemented. The main compo-
nents of the system are the detector interface,
the emitter interface and the main unit which pro-
vides effective interface communication and per-
formance control. Depending on the measure-
ment task, the appropriate components are se-
lected, combined and evaluated using a high 
user-friendly system. One of the biggest chal-
lenges is to combine in optimized way the wide 
variety of components (Fig.1) for an analysis de-
vice with the hardware and firmware into an 
easy-to-use system. 

Fig. 1: IR components to be evaluated

System
The system design comprises several key com-
ponents: The detector part and the emitter part, 
both connected to the main unit via SPI bus (Fig. 
2). The detector, a pyro or thermopile sensor, is 
connected via a plug-in socket and coupled to a 
special detector interface that handles signal 
amplification, offset, digitization and sensor pin 
coding. The emitter is also integrated via a plug-
in socket and will be supplied with modulated 
and controlled power via the emitter interface
(Fig.3).

The central main unit controls the connection via 
the SPI bus, USB interface and other connect-
ors. It stabilizes the voltage and acts as a con-
verter and user interface. Incoming signals are 
collected and forwarded by the main unit and vis-
ualized on a connected PC using special high 
usability software developed for this purpose.

Fig. 2: block diagram of eNDIRi²

PC

Main unit
Detector

interface + 
config board

US
B

SPI Bus

Power 
supply 

unit

Power

Po
w

er

Calculation
Visualization

Voltage stabilization
BUS converter
USB, user interface

Signal amplification
Digitization
Sensor pin coding

Power

an
al

og

SPI Bus

Po
w

er

C
lo

ck

External
clock

Detector
Pyro / Thermopile

Emitter

Flexible connectionFlexible connection

Plug-in socket Plug-in socket

Calculation
Visualization

Emitter 
interface

m
od

ul
a

te
d

p
ow

er

Emitter control
Power control

Cuvette

DOI 10.5162/SMSI2025/D1.1



SMSI 2025 Conference – Sensor and Measurement Science International 180

For the development of NDIR gas sensors the 
integrated gas cuvette enables initial functional 
measurements with test gases. A realistic test 
environment is provided were the extinction of 
the measuring signal based on filter configura-
tion, absorption length and gas concentration 
can be easily evaluated.

Fig. 3: system components of eNDIRi²

Results
The implementation of this system enables sim-
ple, precise parameterization, control and regu-
lation of detectors and emitters. The use of flex-
ible connections optimises adaptability, and the 
configuration of the power supply ensures that 
the system components can be operated stably 
and efficiently. Through signal amplification and 
digitization, the acquired data is processed with 
high precision, which represents a significant ad-
vance in sensor technology.

The eNDIR² software allows the emitter to be 
precisely controlled through settings of emitter 

type, clock source, chopper frequency and 
power, further increasing customisability and ef-
ficiency.

Pyro and thermopile sensors show different fre-
quency responses and noise behaviour; pyro 
sensors offer a fast frequency response, while 
thermopile sensors stand out due to their low 
noise levels. Based on alternating current power 
mode @1 kHz high input power levels at low ag-
ing effects of emitters are possible. The eNDIRi²
software supports comprehensive detector set-
tings, including gain, offset and filter options, and 
offers four independent oscilloscope windows for 
detailed data monitoring. Selectable data 
sources and formula functions enable complex, 
time-resolved analyses of the measurement pa-
rameters, which further increases the system's 
range of applications and efficiency. The data re-
cording via PC enables customized calculation 
and evaluations subsequent the measuring act. 

Discussion
As a complete system for IR component charac-
terization, it integrates a gas cuvette, emitter 
control, detector electronics and PC software, 
enabling comprehensive analysis. As a subsys-
tem, eNDIRi² allows detailed characterisation of 
the emitters with power control, chopper func-
tion, clock input and clock output, as well as the 
detectors with adjustable analogue pre-stage
and visualisation. This modular approach allows 
targeted optimisation of the system parameters 
of single-component systems, including adjusta-
ble preamplification and emitter power, as well 
as tuneable duty cycle, chopper and sampling 
frequencies. 

The architecture presented combines flexibility 
and stability, making it an ideal candidate for ap-
plications in environmental monitoring, industrial 
process technology and medical diagnostics. 
The modular design allows for easy extensions 
and customisation to meet specific require-
ments. Future developments could focus on the 
further development of the user interface and the 
integration of advanced algorithms for data anal-
ysis to further increase the functionality and ben-
efits of the system.
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For the development of NDIR gas sensors the 
integrated gas cuvette enables initial functional
measurements with test gases. A realistic test 
environment is provided were the extinction of
the measuring signal based on filter configura-
tion, absorption length and gas concentration 
can be easily evaluated.

Fig. 3: system components of eNDIRi²

Results
The implementation of this system enables sim-
ple, precise parameterization, control and regu-
lation of detectors and emitters. The use of flex-
ible connections optimises adaptability, and the 
configuration of the power supply ensures that
the system components can be operated stably
and efficiently. Through signal amplification and
digitization, the acquired data is processed with 
high precision, which represents a significant ad-
vance in sensor technology.

The eNDIR² software allows the emitter to be
precisely controlled through settings of emitter

type, clock source, chopper frequency and
power, further increasing customisability and ef-
ficiency.

Pyro and thermopile sensors show different fre-
quency responses and noise behaviour; pyro
sensors offer a fast frequency response, while 
thermopile sensors stand out due to their low
noise levels. Based on alternating current power
mode @1 kHz high input power levels at low ag-
ing effects of emitters are possible. The eNDIRi²
software supports comprehensive detector set-
tings, including gain, offset and filter options, and 
offers four independent oscilloscope windows for 
detailed data monitoring. Selectable data
sources and formula functions enable complex, 
time-resolved analyses of the measurement pa-
rameters, which further increases the system's
range of applications and efficiency. The data re-
cording via PC enables customized calculation
and evaluations subsequent the measuring act. 

Discussion
As a complete system for IR component charac-
terization, it integrates a gas cuvette, emitter
control, detector electronics and PC software,
enabling comprehensive analysis. As a subsys-
tem, eNDIRi² allows detailed characterisation of 
the emitters with power control, chopper func-
tion, clock input and clock output, as well as the
detectors with adjustable analogue pre-stage
and visualisation. This modular approach allows
targeted optimisation of the system parameters
of single-component systems, including adjusta-
ble preamplification and emitter power, as well
as tuneable duty cycle, chopper and sampling 
frequencies. 

The architecture presented combines flexibility
and stability, making it an ideal candidate for ap-
plications in environmental monitoring, industrial
process technology and medical diagnostics. 
The modular design allows for easy extensions
and customisation to meet specific require-
ments. Future developments could focus on the
further development of the user interface and the
integration of advanced algorithms for data anal-
ysis to further increase the functionality and ben-
efits of the system.
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Summary: This paper presents a new approach to monitoring and analyzing cooling lubricants. For this purpose,
a compact MEMS-FPI-based NIR sensor is used, which can be integrated online into a process and should enable
conclusions to be drawn about the condition and various parameters of the cooling lubricant. Experimental inves-
tigations of different cooling lubricants of the NIR sensor are presented. The properties of the cooling lubricants
differed not only in terms of type but also in terms of concentration and pH value. In addition, the analysis methods
used are presented and evaluated in the context of parameter detection of cooling lubricants.

Keywords: NIR spectroscopy, MEMS sensors, cooling lubricant analysis, process technology, chemometrics

Introduction
In many metalworking production processes,
cooling lubricants are a decisive factor that is es-
sential for a high level of performance during ma-
chining. In addition to the main tasks of cooling
and lubrication, they also ensure the continuous
removal of metal chips and abrasion as well as
corrosion protection, that protects the workpiece
as well as tools and machines.

The components and composition of cooling
lubricants vary depending on the type and area
of application: In addition to a base oil (often min-
eral oil) and water in the case of water-miscible
coolants, various additives are integral compo-
nents to prevent corrosion and the formation of
fungi, bacteria and foam, among other things.

In addition to a growing interest in sustainable
management, increasing occupational health
and safety requirements as well as a significant
cost factor are decisive factors for an increasing
interest in improving the service life and quality of
cooling lubricants. In small individual systems,
monitoring and maintenance is usually carried
out by trained personnel at regular intervals.

In this article, we present a new approach to
analyzing cooling lubricants. A compact NIR pro-
cess spectrometer based on MEMS-FPI (Fabry-
Pérot interferometer) sensor technology is used
here, the aim of which is to analyze inline cooling
lubricant parameters. The publication focuses on
the analysis results obtained to determine vari-
ous cooling lubricant parameters (including type,
concentration, pH value) using chemometric and
machine learning methods.

Experimental Setup
In order to be able to analyze the properties of
cooling lubricants, various cooling lubricant sam-
ples were measured and examined using NIR
spectroscopy. The focus here was on water-

miscible cooling lubricants, as these are the most
commonly used, accounting for over 90 %. The
NIR spectral data was recorded using a MEMS-
FPI spectral sensor, which covers a wide wave-
length range by integrating several complemen-
tary narrowband detectors [1]. The application of
the measurement principle of (diffuse) reflection
according to Figure 1 also enables the measure-
ment of cloudy and opaque cooling lubricants.

reflected
radiation

emitted
radiation

radiation
source

NIR detectors

cooling
lubricant

protective
glas

Fig. 1: Experimental setup for NIR spectroscopic
investigation of cooling lubricants.

A total of around 500 samples were measured
and different parameters of the cooling lubricant
were systematically varied. In addition to differ-
ent types of cooling lubricant, the concentrations
and their pH values were also measured; cru-
cial properties that allow conclusions to be drawn
about the performance and condition of the cool-
ing lubricant. The parameters of interest were
recorded by corresponding reference measuring
devices.

Analysis Methods and Results
The measured NIR spectra were pre-processed
in a first step. In addition to smoothing using
a Savitzky-Golay filter, a correction and normal-
ization were carried out. A principal compo-
nent analysis (PCA) was then applied to increase
the information content of the measurement data
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and to reduce redundant data to the relevant in-
formation content. A Support vector machine
(SVM) was used to classify the different types
of cooling lubricant. This was based on findings
from [2]. Figure 2 shows the classification re-
sults plotted over the principal components. The
left graph shows the explained variance with in-
creasing number of principal components. The
right graph shows the average accuracy of the
classification of the cooling lubricant type.
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Fig. 2: Determining the type of cooling lubricant by
using an SVM with different principal components.

The results were cross-validated and are inde-
pendent of the concentration of the cooling lubri-
cant used. A reliable statement about the type of
cooling lubricant is already possible with a small
number of principal components (almost 10).

In addition to the type of cooling lubricant, the
concentration of the cooling lubricant was also
analyzed and determined. For this purpose, cor-
responding samples were measured that differed
in terms of this parameter. The applied linear re-
gression methods were developed separately for
the different types of cooling lubricant. To assess
the quality of the regression, the coefficient of de-
termination R2 was used, which standardizes the
difference between the prediction and the true
value. Figure 3 shows the course of the coeffi-
cient of determination plotted against the num-
ber of main components used for two different
cooling lubricants.
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Fig. 3: Determination of the concentration of two
cooling lubricants using linear regression with
different number of principal components.

As was to be expected, the accuracy of the re-
gression model increases as the number of main
components used rises. However, the gain in
quality per additional feature decreases sharply
from around 8 features and the risk of overfit-
ting increases. It should be noted that the re-
sults shown in Figure 3 are predictions in a large
variation range of the concentration. In the typi-
cal application range of about 5 - 12 %, the pre-
dictions could be improved to a value of approx.

R2 = 0.95.
Finally, the pH value of the cooling lubricants

was to be determined, which is a frequently con-
sidered parameter for assessing the condition of
the cooling lubricant. Measurements were car-
ried out at a constant concentration of 5 % in a
pH value range of approximately 4 to 10 and then
analyzed. The best results were achieved with a
partical least square regression (PLSR). Figure
4 shows the measured over predicted test values
of the optimized prediction model. The algorithm
used achieves an R2 of 0.92 with a root mean
square error (RMSE) of 0.28.
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Fig. 4: Regression of the ph value of a cooling
lubricant at a constant concentration used PLSR.

Conclusion
In this work, the analysis of cooling lubricants
using MEMS-FPI-based NIR sensors was pre-
sented. For this purpose, cooling lubricant sam-
ples were systematically measured by NIR spec-
troscopy and different parameters such as type,
concentration and pH value were varied. The
spectra were then pre-processed and analyzed.
The results obtained were used to prove that the
MEMS-FPI NIR sensors used are suitable for de-
termining the parameters of cooling lubricants in
conjunction with appropriate analysis methods.

The knowledge gained here serves as a basis
for determining other relevant parameters such
as nitrite content or tramp oil and to develop a
multifunctional, integrable cooling lubricant anal-
ysis sensor.
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using MEMS-FPI-based NIR sensors was pre-
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spectra were then pre-processed and analyzed.
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A gonioreflectometer for the measurement of bidirectional
reflectance distribution functions in the thermal infrared
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Summary: An in-plane-gonioreflectometer was developed to measure bidirectional reflection distribution func-
tions (BRDF) for opaque surface materials. The emissivity can be determined by integrating the BRDF over the
hemisphere for surfaces with diffuse scattering properties. A gonioreflectometer generally consists of a radiation
source, a detector and some robotics to vary radiation and viewing angles. An integrating sphere operating in a
broadband infrared wavelength was selected as radiation source. An LWIR and an MWIR thermal imaging camera
were selected as detectors. The gonioreflectometer and the results of the first measurements are presented here.

Keywords: emissivity, emittance, gonioreflectometry, BRDF, thermal infrared, in-plane-scatterometry

Background, Motivation and Objective
The bidirectional reflectance distribution function
(BRDF) is a very useful function for characteris-
ing scattering and surface roughness, ray trac-
ing, and determining reflectance of diffuse scat-
tering surfaces [1], the last point being partic-
ularly interesting for thermal imaging for emis-
sivity determination. This paper describes an
in-plane-gonioreflectometer with thermal imag-
ing cameras as detectors. The measurement
procedure is described and the first results are
presented.

Description of the Gonioreflectometer
First, the theory about BRDF measurements is
presented. Then the measurement device and
the measurement procedure is presented.

BRDF Theory
The BRDF for in-plane measurements is defined
in radiometric terms as the ratio of the surface ra-
diance in a particular viewing direction dL(θi, θo)
to the surface irradiance resulting from the radi-
ation incident from a particular direction of irradi-
ation dE(θi), see eq. (1)[2].

fr(θi, θo) =
dLo(θi, θo)

dEi(θi)
(1)

with θi as incident angle and θo as viewing an-
gle (see Fig. 1). For a radiation source that can
be assumed to irradiate a surface uniformly this
simplifies to eq. (2) [1]

fr(θi, θo) =
Lo(θi, θo)

Li cos(θi)Ωi
(2)

This means that two radiometric quantities
(Lo(θi, θo), Li) and a geometric quantity, the
solid angle of irradiation Ωi, must be determined.
Physical plausible isotropic BRDF must have the
following properties [3]:

• Positivity, fr(θi, θo) ≥ 0

• Helmholtz-reciprocity, fr(θi, θo) = fr(θo, θi)

• Energy conservation∫
ϕo

∫
θo
fr(θi, θo) cos(θo)dΩo ≤ 1

Positivity means that the BRDF value cannot
be negative, Helmholtz-reciprocity guarantees
that when radiation and detector angle are ex-
changed, the resulting BRDF is the same and
energy conservation says that the integration of
the BRDF detection solid angle Ωo over the hemi-
sphere with viewing azimuth angle ϕo cannot be
greater than 1.

Measurement device
The measurement device is shown in Fig. 1. The
MWIR thermal imaging camera has two High
Dynamic Range (HRD) modes which can mea-
sure temperatures between 0◦C − 800◦C and
300◦C − 1800◦C. The integrating sphere is de-
scribed in [4]. An optical chopper is used to sub-
tract out disturbing ambient radiation and the self
radiation of the surface in the thermal images.
Two rotary tables are used to rotate the sample
holder and integrating sphere with respective an-
gles α, β, which are converted to the BRDF an-
gles θi, θo. The source angle θi is determined
by its rotary table. Before a measurement run
the average radiance Li from the exit port of the
Integrating sphere is measured. The exit port
radius r is known and with distance di the in-
cident irradiation solid angle can be determined
with Ωi =

πr2

r2+d2
i
.

Measurement procedure
Thermal images are taken for source angles θi ∈
[1◦, 89◦] in 1◦ steps and detection angles θo =
{10◦, 20◦, 30◦, 40◦, 45◦, 50◦, 60◦, 70◦, 80◦}. Then
a circle Region-of-Interest (ROI) with the same
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Fig. 1: Gonioreflectometer setup on an optical table in
a dark room: a) Thermal imaging camera b) Rotary
tables c) Sample holder d) Optical chopper e)
Integrating sphere with an aperture

radius as the exit port around the specular re-
flection center θi = θo is defined and the average
radiance is taken as Lo(θi, θo), which is weighted
by cos (θo) to account for the projected solid an-
gle.

Results
The BRDF measurements of sandblasted steel
(Fig. 2) and sandblasted aluminium (Fig. 3)
for three different camera angles are presented
here. Both show typical behaviour of diffuse re-
flecting surfaces. Sandblasted steel also has a
specular component, especially recognizable for
θo = 20◦, 40◦. For θo = 60◦ the specular peak
is less noticeable because of the rise of the dif-
fuse BRDF component for growing detector an-
gles. The measured BRDF with diffuse scatter-
ing properties show physical plausibility.

Conclusions
A measurement device was built for BRDF mea-
surements in thermal infrared. The measure-
ment procedure was described. First results
were shown. The measurement device has to
be validated by a sample with known BRDF and
the uncertainty has to be analyzed. It must be
tested for which surfaces emission values can be
determined.
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Fig. 2: BRDF measurements of sandblasted steel for
θo = {20◦, 40◦, 60◦} with visible specular peaks.
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Fig. 3: BRDF measurements of sandblasted
aluminium for θo = {20◦, 40◦, 60◦}.
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Summary: A computationally highly efficient Computer Vision algorithm for detecting and tracking persons in
low-resolution infrared images is introduced an its performance compared to a Deep Learning model in a case
study.
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Motivation
The progress made in Computer Vision during
over the last two decades can mainly be at-
tributed to the development and application of
very complex models, which require virtually un-
limited amounts of data as well as the employ-
ment of massive resources (storage, egenery,
time, money) . Applicatons which pose restric-
tions on the availability of any of these resources
(e.g. low-cost solutions, edge-computing appli-
cations, application on data from non-ubiquotus
sensors) can not benefit from the progress
made. Therefore, for some applications the de-
velopment of highly tailored Computer Vision so-
lutions is still necessary. Such a solution is pre-
sented in this work.

Introduction
Object Detection is one of the main tasks in com-
puter vision. Its comprises the correct classifica-
tion and localization of an instance of a semantic
class in a digital image or video [1]. Localiza-
tion is typically performed by drawing a bound-
ing box as close as possible around the de-
tected instance. Object recognition, as opposed
to object detection, merely detects instances of
a class, but does not necessarily provide their
location. Object tracking is the task of track-
ing an identified instance of a class as it moves
through the image plane from frame to frame.
Since this entails an initial identification of an in-
stance and some sort of re-identifaction in sub-
sequent frames, object tracking usually presup-
poses object detection. Object detection algo-
rithms, henceforth referred to as detectors, can
be roughly divided into two classes [2]:

• Two-Stage Detectors work in two consecutive
stages: A region proposal stage and a clas-
sification stage. During the first stage an al-
gorithm identifies regions of interest (RoI) in
an image that may contain an object and in
the second stage these proposed regions are

evaluated by one or multiple classifiers on
whether they contain an instance of the

• One-Stage Detectors process the whole im-
age in a single step by dividing it into a grid
of cells and trying to detect objects centered in
each of the cells.

In theory, One-Stage Detectors should provide
more accurate results than Two-Stage Detectors,
since they can be trained end-to-end. This is not
possible with Two-Stage Detectors, since pro-
posal generator and classifier are two seperate
models. In practive however, Two-Stage Detec-
tors surprisingly outperform One-Stage Detec-
tors [3, 4]. While Two-Stage detectors can be
realized using computationally very efficient tra-
ditional Computer Vision methods, One-Stage
detectors are exclusively Deep Learning mod-
els. As such they need large amounts of training
data (millions of datapoints) to achieve satisfac-
tory performance as well as powerful hardware
to process a frame in a reasonable amount of
time [2].

To give even a brief overview over the current
state of the art of tracking algorithms would ex-
ceed the scope of this article. Nevertheless it
should at least be mentioned, that a detector can
be extended of even be converted to become a
Tracktor [5], i.e. a detector with tracking capabil-
ties.

Ik(x, y) Proposal
Generator

Feature
Extractor Classifier

bi(xi, yi, wi, hi), i = 1, . . . , N

−→
f i(Bi)∀i

s(
−→
f i)∀i

Fig. 1: Processing steps of a Two-Stage Detector.
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Fig. 2: Processing steps of the LRI-Tracktor.

LRI-Tracktor: A Person Detection and Track-
ing Procedure for Low-Resolution Infrared
Sensor Arrays
Due to the higher accuracy and the possibility to
employ computationally efficient traditional Com-
puter Vision methods it was decided to devel-
oped a Two-Stage Detector specifically tailored
to low-resolution infrared images. To this end, for
each of the processing steps in Fig. 1 a method
was carefully chosen (or developed if necessary)
that fit the characteristics of the sensor data best
and therefore yielded the highest performance.

In order to further enhance the performance of
the developed detector, i.e. to handle occlusion,
maintain instance identities across frames and
improve detection accuracy, it was extended with
tracking mechanisms. The resulting algorithm
is named LRI-Tracktor due to the circumstance
that it is tailored to Low-Resolution Infrared im-
ages. Fig. 2 provides a rough insight into the
inner workings of the LRI-Tracktor. It maintains
a list Tk of M active tracks tmk , m = 1, . . . ,M ,
i.e. objects to be tracked. Each track consists
of bounding box coordinates bmk and a classifier
score smk , i.e. tmk = [bmk , smk ]. The LRI-Tracktor
first applies a tracking procedure to each of the
tracks, shifting their bounding box positions from
frame Ik−1 to new positions in the new frame Ik,
i.e. bmk−1 → bmk . Each of the shifted boxes is
then evaluated by the detector’s classifier, yield-
ing a new score for each track, i.e. smk−1 → smk .
The frame Ik is passed to the detector as well,
yielding a number of detections Dk. Finally, the
updated tracks T̂k and the detections Dk are
merged to the final result Tk using simple logic,
e.g. killing tracks with low scores, initializing new
tracks and updating tracks that have been found
by the detector.

(a) 32x32 (b) 60x40

Fig. 3: Frames containing one person from a 32x32
and a 60x40 pixel thermopile array.

Tab. 1: Performance of YOLOv5m and the presented
LRI-Tracktor on test data. Performance was
measured in terms of the Mean Average Precision
(mAP).

Num. of Persons
3 4 5

YOLOv5m mAP.5 0.84 0.80 0.55
mAP>.5 0.36 0.28 0.15

LRI-Tracktor mAP.5 0.76 0.64 0.40
mAP>.5 0.36 0.32 0.16

Case study
The purpose of the following case study is
to show that the developed LRI-Tracktor can
achieve similar performance to state-of-the-art
Deep Learning Computer Vision models on low-
resolution infrared image sequence. As compar-
ison model to the LRI-Detector the YOLOv5m
Single-Stage detector was chosen. Unfortu-
nately, the data on which YOLOv5m was eval-
uated is not available anymore, therefore the
performance metric are not directly comparable.
The LRI-Detector was applied to data of a 60x40
pixels thermopile array (perspective: bird’s-eye
view). YOLOv5m was applied to data of a 32x32
pixels thermopile array (perspective: top view).
Fig. 3 shows an exemplary frame of each ther-
mopile array. Multiple datasets were recorded
with each sensor, containing from three up two
five persons. The datasets were split into training
and validation datasets. The performance on the
validation data is documented in Tbl. 1. The re-
sults show, that YOLOv5m detects persons cor-
rectly more often than the LRI-Tracktor, but lo-
cates them only with low precision (rows with
mAP.5). THe LRI-Tracktor on the other hand cor-
rectly detects persons with higher precision more
often (rows with mAP>.5).
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LRI-Tracktor: A Person Detection and Track-
ing Procedure for Low-Resolution Infrared
Sensor Arrays
Due to the higher accuracy and the possibility to
employ computationally efficient traditional Com-
puter Vision methods it was decided to devel-
oped a Two-Stage Detector specifically tailored
to low-resolution infrared images. To this end, for
each of the processing steps in Fig. 1 a method
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(a) 32x32 (b) 60x40

Fig. 3: Frames containing one person from a 32x32
and a 60x40 pixel thermopile array.

Tab. 1: Performance of YOLOv5m and the presented
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(mAP).

Num. of Persons
3 4 5

YOLOv5m mAP.5 0.84 0.80 0.55
mAP>.5 0.36 0.28 0.15
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mAP>.5 0.36 0.32 0.16

Case study
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nately, the data on which YOLOv5m was eval-
uated is not available anymore, therefore the
performance metric are not directly comparable.
The LRI-Detector was applied to data of a 60x40
pixels thermopile array (perspective: bird’s-eye
view). YOLOv5m was applied to data of a 32x32
pixels thermopile array (perspective: top view).
Fig. 3 shows an exemplary frame of each ther-
mopile array. Multiple datasets were recorded
with each sensor, containing from three up two
five persons. The datasets were split into training
and validation datasets. The performance on the
validation data is documented in Tbl. 1. The re-
sults show, that YOLOv5m detects persons cor-
rectly more often than the LRI-Tracktor, but lo-
cates them only with low precision (rows with
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Summary: 
In the agrifood sector, ensuring product quality and authenticity is critical for both producers and con-
sumers. Optical sensor technologies, such as fluorescence and Raman spectroscopy, integrated with 
machine learning, enabling rapid, non-invasive, and cost-effective analysis and have still a large po-
tential for real-time monitoring of agrifood products. Particularly for portable sensing devices, data-
driven prediction models can improve transparency and sustainability in the agrifood supply chain. An 
example is the quality determination of extra virgin olive oil and wine.  
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Introduction 
Optical sensing offers rapid, non-invasive, and 
cost-effective analysis, enabling real-time moni-
toring of complex systems with minimal sample 
preparation. To develop affordable, portable, 
and precise sensors, hardware capabilities must 
remain constrained, making innovation in soft-
ware, particularly using machine learning and 
deep learning (DL), a crucial enabler for applica-
tions such as chemical and biological analysis. 

DL has shown significant potential in spectros-
copy, as it can increase both the quality of infor-
mation, by learning to extract physico-chemical 
signatures from noise, and the quantity of infor-
mation through the automated extraction of rele-
vant spectral features. 

Advanced quality control techniques for agrifood 
products, powered by DL and optical sensing, 
are crucial to address increasing global de-
mands, resource constraints, and the reduction 
of waste throughout the production process. 

Current Challenges 
Deep learning offers significant potential in spec-
troscopy but faces several key challenges. The 
first issue is the data availability: spectroscopy 
datasets are often small, heterogeneous, and 
expensive to acquire, limiting model training and 
generalization capability. A second issue is the 
lack of transparency on how a DL model learns 
during the training (functioning as black box), 
making it difficult to interpret predictions and re-
ducing the trust in critical applications such as 

food quality. Furthermore, standard DL architec-
tures are not optimized for high-dimensional, 
correlated spectral data, in contrast to other 
fields of application such as computer vision. Fi-
nally, begin DL computationally hungry, is not 
suited for deployment on real-time and field-
ready devices. 

Application to Olive Oil 
quality control of extra virgin olive oil (EVOO) is 
an example of challenging use-case. EVOO is a 
high-quality product that is widely consumed for 
its health benefits and culinary properties. How-
ever, both during production process and stor-
age, its quality continuously deteriorates due to 
oxidation processes. It is impossible for produc-
ers to determine olive oil quality during the oil 
lifecycle effectively and frequently enough. 

This issue can be solved using a simple minimal-
istic low-cost sensor to overcome the limitations 
of traditional methods for evaluating olive oil 
quality, that are expensive and time-consuming, 
requiring multiple chemical analyses. The 
schema and photo of such a device are shown 
in Fig. 1.  

Such portable device requires advanced soft-
ware to extract efficiently quality indicators of ol-
ive oil. By using one-dimensional convolutional 
neural networks (1D-CNNs) it is possible to ex-
tract key physicochemical parameters, such as 
acidity, peroxide value, and UV spectroscopic in-
dices, from a single fluorescence spectrum with-
out any pre-processing (Fig. 2) [1].  
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Introduction
Optical sensing offers rapid, non-invasive, and 
cost-effective analysis, enabling real-time moni-
toring of complex systems with minimal sample 
preparation. To develop affordable, portable,
and precise sensors, hardware capabilities must
remain constrained, making innovation in soft-
ware, particularly using machine learning and
deep learning (DL), a crucial enabler for applica-
tions such as chemical and biological analysis.

DL has shown significant potential in spectros-
copy, as it can increase both the quality of infor-
mation, by learning to extract physico-chemical
signatures from noise, and the quantity of infor-
mation through the automated extraction of rele-
vant spectral features.

Advanced quality control techniques for agrifood
products, powered by DL and optical sensing,
are crucial to address increasing global de-
mands, resource constraints, and the reduction 
of waste throughout the production process.

Current Challenges
Deep learning offers significant potential in spec-
troscopy but faces several key challenges. The
first issue is the data availability: spectroscopy
datasets are often small, heterogeneous, and
expensive to acquire, limiting model training and
generalization capability. A second issue is the
lack of transparency on how a DL model learns
during the training (functioning as black box), 
making it difficult to interpret predictions and re-
ducing the trust in critical applications such as

food quality. Furthermore, standard DL architec-
tures are not optimized for high-dimensional,
correlated spectral data, in contrast to other
fields of application such as computer vision. Fi-
nally, begin DL computationally hungry, is not
suited for deployment on real-time and field-
ready devices. 

Application to Olive Oil
quality control of extra virgin olive oil (EVOO) is
an example of challenging use-case. EVOO is a
high-quality product that is widely consumed for
its health benefits and culinary properties. How-
ever, both during production process and stor-
age, its quality continuously deteriorates due to
oxidation processes. It is impossible for produc-
ers to determine olive oil quality during the oil
lifecycle effectively and frequently enough. 

This issue can be solved using a simple minimal-
istic low-cost sensor to overcome the limitations
of traditional methods for evaluating olive oil
quality, that are expensive and time-consuming,
requiring multiple chemical analyses. The
schema and photo of such a device are shown 
in Fig. 1.

Such portable device requires advanced soft-
ware to extract efficiently quality indicators of ol-
ive oil. By using one-dimensional convolutional
neural networks (1D-CNNs) it is possible to ex-
tract key physicochemical parameters, such as
acidity, peroxide value, and UV spectroscopic in-
dices, from a single fluorescence spectrum with-
out any pre-processing (Fig. 2) [1]. 

Fig. 1. Schematics (left) and photo (right) of the min-
imalist fluorescence sensor. Blue: Excitation light, red: 
Fluorescence. 

While the results are promising, the small da-
taset and limited diversity in oil samples indicate 
the need for further studies with larger and more 
varied datasets. 

Fig. 2. Comparison of the predicted and measured 
(true) of the quality indicators parameters: A) acidity, 
B) peroxide value, C) K270 and D) K232. The solid
line corresponds to predictions equal to the true la-
bels. The grey area illustrates the experimental error
on the true values. (Taken and adapted from [1]).

An approach to overcome the limitation of sparse 
or scares datasets is to train models on synthetic 
data or other type of data and exploit transfer 
learning to adapt it to the spectral data (e.g. flu-
orescence spectra) [2]. Additionally, using multi-
dimensional data, in particular excitation-emis-
sion matrices (EEM, Fig. 3, top panel), it is pos-
sible to obtain detailed insights into the absorp-
tion and emission characteristics of substances, 
thereby acting as an effective fingerprinting tool. 
Furthermore, the fusion of deep learning and do-
main adaptation allows understanding and pre-
dicting the oxidation state of extra virgin olive oil 
with a high accuracy. By using a pretrained Mo-
bileNetv2 neural network model, trained on a 
large dataset of photographical images, and 
fine-tuning it for spectroscopic data, it is possible 

to effectively predict quality indicators (K232 and 
K268) related to oxidation processes with small 
datasets [2]. Such an approach also shows high 
interpretability, transforming deep learning from 
a black-box tool into a mechanism for under-
standing complex processes. 

Fig. 3. Top: Excitation–emission matrix of EVOO. 
Bottom:  Comparison of predicted and measured (ac-
tual) values of the quality indicators K232 and K268. 
The grey area in each plot marks the limit set by the 
Food and Agriculture Organisation of the United Na-
tions and by the European Union. (Taken and adapted 
from [2]) 

Conclusions 
The combination of optical sensors and DL offers 
substantial potential for improving agrifood qual-
ity assessment. Portable, low-cost devices pow-
ered by specific models enable accurate real-
time monitoring of key parameters, as demon-
strated in extra virgin olive oil. These innovations 
support sustainable and scalable solutions for 
food quality monitoring and open the door to a 
new generation of portable devices. 
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Summary: 

Raman spectroscopy has emerged as a powerful, non-destructive tool for assessing the quality and 
authenticity of dairy products, particularly fresh milk from a variety of sources. By producing detailed 
molecular 'fingerprints' in the 200-2000 cm-¹ range, Raman spectroscopy enables rapid identification 
of milk composition and detection of potential adulterants, offering significant advantages such as 
faster analysis times, reduced costs and minimal sample preparation. Combined with multivariate sta-
tistical analysis, Raman spectroscopy offers a promising solution for authenticating milk and ensuring 
quality control throughout the dairy supply chain. In this study, Raman spectra of different milk types 
(cow, sheep) were collected and compared, revealing unique and common spectral features related to 
their composition. Although not aimed at detecting adulteration, this analysis highlights the potential of 
Raman spectroscopy as a tool for differentiating milk types based on their spectral characteristics, 
suggesting a potential application in milk quality control. 

Keywords:   Raman spectroscopy,  milk adulteration, non-destructive analysis, food quality

Background, Motivation an Objective 
The quality of milk and dairy products is funda-
mental to food safety and consumer confidence. 
In the dairy industry, the composition of milk var-
ies significantly between species, and these mo-
lecular differences influence nutritional value, 
flavour and end product applications. Sheep and 
cow's milk have unique profiles due to their dif-
ferent chemical composition. Traditional meth-
ods of milk quality analysis, such as electropho-
resis or chromatography, are complex and time-
consuming, making them impractical for rapid 
and continuous screening [1]. 
The use of an accurate, non-destructive tool to 
characterise these differences in-situ and in real-
time could be useful for the dairy product chain. 
Growing interest in more rapid and sustainable 
analytical solutions has focused attention on 
spectroscopic techniques, such us Raman spec-
troscopy, for the evaluation of dairy products. 
Raman spectroscopy offers a non-destructive, 
rapid and accurate approach to milk analysis, 
enabling the acquisition of unique molecular 
spectra or 'fingerprints', that reveal composi-
tional details without the need for sample pre-
treatment [2].  
With this technique, we have analysed different 
samples of milk, such as sheep and cow, to iden-
tify the fingerprint of each sample and any com-
positional changes that may occur as a result of 

freezing. Differences in spectral peaks can be 
used to identify and monitor specific quality 
markers in both fresh and frozen milk in the sup-
ply chain, for milk quality.  

Description of the System 
Raman spectroscopy is a well-known laser 
based technique, based on molecular vibra-
tions/inelastic light scattering [3]. 
For this study, the analysis was carried out using 
a table-top portable Raman system (i-Raman by 
B&W TEK Inc.), equipped with a GaAlAs diode 
laser at 785 nm with tunable power (300 mW 
max, limited to 70 mW in the present measure-
ments) and an optical fiber probe. The measure-
ments were performed on raw samples of cow's 
and sheep's milk taken from milkings of 24 and 
72 hours duration, respectively, under fixed stall 
conditions. Some of the samples were frozen at 
-30°C and analysed after thawing at +4°C for 24
hours.
We immersed the optical fiber probe directly into 
60 ml of raw milk at room temperature (see Fig. 
1). This contact-based method preserves the 
natural state of the milk and allows accurate 
analysis of its molecular composition. The laser 
source was set to a power of 70 mW for 50 s, 
and data were acquired in the 200-3000 cm-¹ 
range. To increase accuracy and reliability, each 
sample was measured 10 times under the same 
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Background, Motivation an Objective
The quality of milk and dairy products is funda-
mental to food safety and consumer confidence.
In the dairy industry, the composition of milk var-
ies significantly between species, and these mo-
lecular differences influence nutritional value, 
flavour and end product applications. Sheep and 
cow's milk have unique profiles due to their dif-
ferent chemical composition. Traditional meth-
ods of milk quality analysis, such as electropho-
resis or chromatography, are complex and time-
consuming, making them impractical for rapid 
and continuous screening [1].
The use of an accurate, non-destructive tool to 
characterise these differences in-situ and in real-
time could be useful for the dairy product chain.
Growing interest in more rapid and sustainable 
analytical solutions has focused attention on
spectroscopic techniques, such us Raman spec-
troscopy, for the evaluation of dairy products. 
Raman spectroscopy offers a non-destructive, 
rapid and accurate approach to milk analysis, 
enabling the acquisition of unique molecular 
spectra or 'fingerprints', that reveal composi-
tional details without the need for sample pre-
treatment [2]. 
With this technique, we have analysed different
samples of milk, such as sheep and cow, to iden-
tify the fingerprint of each sample and any com-
positional changes that may occur as a result of

freezing. Differences in spectral peaks can be
used to identify and monitor specific quality
markers in both fresh and frozen milk in the sup-
ply chain, for milk quality. 

Description of the System
Raman spectroscopy is a well-known laser 
based technique, based on molecular vibra-
tions/inelastic light scattering [3].
For this study, the analysis was carried out using
a table-top portable Raman system (i-Raman by
B&W TEK Inc.), equipped with a GaAlAs diode 
laser at 785 nm with tunable power (300 mW
max, limited to 70 mW in the present measure-
ments) and an optical fiber probe. The measure-
ments were performed on raw samples of cow's
and sheep's milk taken from milkings of 24 and 
72 hours duration, respectively, under fixed stall
conditions. Some of the samples were frozen at 
-30°C and analysed after thawing at +4°C for 24 
hours. 
We immersed the optical fiber probe directly into
60 ml of raw milk at room temperature (see Fig.
1). This contact-based method preserves the
natural state of the milk and allows accurate 
analysis of its molecular composition. The laser
source was set to a power of 70 mW for 50 s,
and data were acquired in the 200-3000 cm-¹ 
range. To increase accuracy and reliability, each 
sample was measured 10 times under the same

conditions, ensuring consistent and reproducible 
spectral profiles for fresh and frozen milk. 

Fig.1 Adopted measurement procedure 

Results 
The results obtained highlight slight differences 
in the spectral features between fresh and 
thawed cow's and sheep's milk (see Fig.2  and 
Fig.3).  According to the literature [4,5] the bands 
at 870, 1076, 1296-1300, 1440, 1650, 1744, 
2800-2900 cm-1 were detected in all samples, 
with evident variations observed in the intensity 
and in the shape of the bands.  

Fig.2 Raman spectra of fresh raw and freeze cow milk 
samples 

Fig.3 Raman spectra of fresh raw, dry and  freeze 
sheep milk samples 

The identified peaks are due to the main compo-
nents of milk such as lipids, proteins and 

carbohydrate (lactose) [4,5], and the results for 
the frozen sheep milk samples showed a peak at 
343 cm-1 representing the stretching and bend-
ing vibrations of the C-O-C [6]. 
Although there were variations in the Raman 
spectra of the milk samples, the visual discrimi-
nation of the latter by these spectral variations, 
was difficult and subjective. For this reason, fu-
ture studies of the spectra, will be based on mul-
tivariate analysis, for example by using Principal 
Component Analysis (PCA). 
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Summary: 
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Introduction 
Nowadays, while world population and food de-
mand are rapidly growing worldwide, the yield 
and the quality of agricultural products are 
greatly affected by plant diseases, devastating 
entire crops, and causing severe economic 
losses. [1] For these reasons, expensive chemi-
cal treatments and pesticides and drugs are 
needed in modern agricultural and food produc-
tion. Nevertheless, irrational or excessive us-
ages of these chemicals cause severe concern 
for environmental and food safety reason. Thus, 
to limit the use of phytosanitary treatments, rapid 
detection of pathogen-infected plants is an im-
portant first step in plant disease management. 
Most disease symptoms usually manifest only at 
relatively later stages of infection or when it is al-
ready too late for a possible precision therapeu-
tic intervention. [2] Therefore, early detection of 
infected plants would allow their rapid and selec-
tive removal, thus greatly reducing the oppor-
tunity for further disease spreading. This ap-
proach falls more generally into what is defined 
as "precision agriculture", a protocol of tailored 
treatments applied only when they are really 
needed, for a more sustainable farming. [3] Cur-
rently, the gold standard methods for analyte de-
tection correlated to the presence of plant path-
ogens are chromatographic-based techniques. 
Although these methods are sensitive, accurate 
and reliable, the major limitations are the require-
ment for dedicated lab space, prolonged anal-
yses, costly systems with expensive upkeep and 
the need for highly trained operators, as well as 
cumbersome analyte extraction and time-con-
suming sample preparation steps. [1] The use of 

Raman spectroscopy in agriculture is recently 
emerging for its relatively fast and non-destruc-
tive analysis that does not require sample prep-
aration and offers selective and early detection 
of biochemical markers (i.e., carotenoids, chlo-
rophylls and anthocyanins) over multiple stress 
conditions. [4] By comparing the differences in 
the Raman spectra of a diseased sample vs. a 
healthy leaf, compositional analysis, rapid diag-
nosis of plant diseases, and biotic and abiotic 
stress response of plant tissue can be easily 
evaluated. [2][5] Most importantly, the recent de-
velopment of portable and handheld Raman 
spectrometers allows for a quick and easy on-
field monitoring, reducing the gap between sam-
ple collection and laboratory analysis. Finally, 
compared to already existing near-infrared mon-
itoring techniques, the Raman spectrum is of 
much simpler interpretation. In the CN-Agritech 
project, the feasibility of the application of Ra-
man spectroscopy in precision agriculture was 
evaluated, with the aim of analyzing biotic and 
abiotic stresses in green-leaf plants. 

Results 
In this work we have optimized an experimental 
protocol for the early detection of plant patho-
gens, starting from the study of different types of 
green-leaf plants (i.e., tomato, rocket). Many 
physical variables which could affect the meas-
urement were tested, including the working 
wavelength and the leaves to be chosen. Rocket 
plants have been sowed simulating a saline ac-
cumulation in the soil, in order to study the abi-
otic stress, while tomato plants were infected 
with a commercially interesting virus, to evaluate 
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Introduction
Nowadays, while world population and food de-
mand are rapidly growing worldwide, the yield 
and the quality of agricultural products are 
greatly affected by plant diseases, devastating
entire crops, and causing severe economic
losses. [1] For these reasons, expensive chemi-
cal treatments and pesticides and drugs are
needed in modern agricultural and food produc-
tion. Nevertheless, irrational or excessive us-
ages of these chemicals cause severe concern 
for environmental and food safety reason. Thus, 
to limit the use of phytosanitary treatments, rapid 
detection of pathogen-infected plants is an im-
portant first step in plant disease management. 
Most disease symptoms usually manifest only at
relatively later stages of infection or when it is al-
ready too late for a possible precision therapeu-
tic intervention. [2] Therefore, early detection of
infected plants would allow their rapid and selec-
tive removal, thus greatly reducing the oppor-
tunity for further disease spreading. This ap-
proach falls more generally into what is defined
as "precision agriculture", a protocol of tailored
treatments applied only when they are really
needed, for a more sustainable farming. [3] Cur-
rently, the gold standard methods for analyte de-
tection correlated to the presence of plant path-
ogens are chromatographic-based techniques. 
Although these methods are sensitive, accurate
and reliable, the major limitations are the require-
ment for dedicated lab space, prolonged anal-
yses, costly systems with expensive upkeep and
the need for highly trained operators, as well as
cumbersome analyte extraction and time-con-
suming sample preparation steps. [1] The use of

Raman spectroscopy in agriculture is recently
emerging for its relatively fast and non-destruc-
tive analysis that does not require sample prep-
aration and offers selective and early detection
of biochemical markers (i.e., carotenoids, chlo-
rophylls and anthocyanins) over multiple stress
conditions. [4] By comparing the differences in 
the Raman spectra of a diseased sample vs. a
healthy leaf, compositional analysis, rapid diag-
nosis of plant diseases, and biotic and abiotic
stress response of plant tissue can be easily
evaluated. [2][5] Most importantly, the recent de-
velopment of portable and handheld Raman
spectrometers allows for a quick and easy on-
field monitoring, reducing the gap between sam-
ple collection and laboratory analysis. Finally,
compared to already existing near-infrared mon-
itoring techniques, the Raman spectrum is of
much simpler interpretation. In the CN-Agritech
project, the feasibility of the application of Ra-
man spectroscopy in precision agriculture was
evaluated, with the aim of analyzing biotic and
abiotic stresses in green-leaf plants.

Results
In this work we have optimized an experimental
protocol for the early detection of plant patho-
gens, starting from the study of different types of
green-leaf plants (i.e., tomato, rocket). Many
physical variables which could affect the meas-
urement were tested, including the working
wavelength and the leaves to be chosen. Rocket
plants have been sowed simulating a saline ac-
cumulation in the soil, in order to study the abi-
otic stress, while tomato plants were infected
with a commercially interesting virus, to evaluate

the outcomes of biotic stresses. In particular, 
rocket plants were grown in a greenhouse: a 
control group was left without treatment, one 
group was treated with 150 mL NaCl solution, 
and another group was treated with 300 mL NaCl 
solution. Similarly, three tomato plants were in-
fected by Tomato Spotted Wilt virus (TSWV) and 
three plants were used as a control group. The 
Raman measurements have been recorded ei-
ther with a Horiba iHR 320 microspectrometer 
coupled with a 532 nm laser line, or a Rigaku 
Progeny hand-held Raman spectrometer in con-
tact mode, with excitation wavelength at 1064 
nm. Strategies to remove the stray light in out-
door environment were studied. Since signal 
variations were small and biological variability 
very high, a chemometric statistical approach 
was required to analyze the data collected. In 
fact, machine-learning algorithms (e.g., PCA, 
LDS, PLS-DA) are at the core for predictive clas-
sification methods. Concerning rocket leaves, 
tests on fresh and lyophilized leaves were per-
formed. The use of either 532 nm or 1064 nm as 
excitation source was achieved for fresh leaves, 
while with lyophilized specimens, intense fluo-
rescence signal impeded the use of visible light. 
The interest in measuring dried samples con-
sisted in the possibility to freeze the leaf and to 
exchange samples between different laborato-
ries to compare and correlate conventional ana-
lytical techniques with Raman spectroscopy. 
The investigated data range was from 700 a 
1700 cm–1, as in this region, the Raman spec-
trum of green-leaf plants essentially displays the 
vibrational patterns of bio-pigments and metab-
olites, e.g., carotenoids, chlorophyll, and poly-
phenols (Fig. 1). The classification accuracy 
strongly depends on the data collection method 
and was as high as 97.5% for lyophilized sam-
ples. For tomato plants, the aim of the investiga-
tion was to detect any Raman signal that could 
be correlated with the infection, before the ap-
pearance of any symptoms on the leaf. For this, 
infected leaves and mock-infected ones have 
been analyzed after three, six and nine days af-
ter the virus injection. After nine days each leaf 
measured has been evaluated with the destruc-
tive Polymerase Chain Reaction (PCR) diagno-
sis test. After data processing with PLS-DA, we 
demonstrated that a classification of healthy vs. 
infected plant was achieved by means of the 
multivariate analysis and that the error rate di-
minishes as the time increases. It is very inter-
esting to consider that the technique is some-
what independent of the plant type. It is therefore 
potentially usable for leaf crops other than those 
considered in this study.   

Fig. 1 Raman spectrum of a fresh tomato leaf, rec-
orded with the hand-held device (1064 nm). 
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Summary:
In the dairy industry the detection of Clostridia is a remarkable issue. These bacteria are known for their
hydrogen and carbon dioxide production, which compromises the shape and flavor of the cheese in 
which they reside. Early Clostridia detection allows infected milk to be redirected to less-aged products 
without any loss of quality, thus avoiding economic losses. Current methods are time-consuming and 
not specific for Clostridia, this paper presents a portable instrument based on Raman gas spectroscopy 
tailored to the detection of Clostridia and a test routine developed to simplify the experimental setup.
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Motivation
Clostridium detection in milk is crucial because 
these bacteria can survive pasteurization and 
then return to their active form. Their metabolism 
produces large amounts of hydrogen and carbon 
dioxide which leads to late blowing defects like 
cracks and slits in cheese. This not only changes 
the taste and appearance of the cheese but also 
contributes to food waste. Milk contaminated 
with Clostridium can still be used in making less 
aged cheeses. Thus, it is important to identify its 
presence as quickly as possible. Rapid microbi-
ological methods are available [1], but they are 
expensive and require skilled operators, while 
the standard method [1], though inexpensive, 
lacks in specificity for Clostridium. The proposed 
solution is represented by a portable instrument 
based on Raman spectroscopy adapted to de-
tect Clostridium through the hydrogen they re-
lease in the headspace of culture vials, as they 
are the only hydrogen-producing bacteria com-
monly found in milk. The developed instrument 
is specific for detecting Clostridia; unlike the tra-
ditional method, it has also proven to be faster
[1,2,3]. Significant effort has been made in mak-
ing it portable, allowing the direct use in its field 
of application. 

Experimental setup
For the Raman scattering excitation, a 532 nm 
Nd:YAG DPSS laser with an power output of 1 
W was employed. The laser beam is focused into 

the headspace of the vial under exam. After the 
interaction with the sample, the beam is directed
towards a light trap and absorbed. The scattered 
radiation is collected by a custom made spec-
trometer positioned orthogonally to the laser 
path. The Raman signal is imaged onto the spec-
trometer focal plane with a pair of Hastings 
achromatic triplets. In the collimated light region
between the two triplets, a 550 nm long-pass in-
terferometric filter is placed in order to reject the 
strong Rayleigh scattering. The compact f/2.8 
spectrometer setup includes an entrance objec-
tive lens, an additional long-pass filter, a diffrac-
tion grating, and a CMOS camera equipped with 
its objective lens. The instrument is also 
equipped with a linear translator useful to move 
a batch of vials and analyze them one at a time.
Additionally, a pulley is placed in order to rotate 
the vials during the measurements. The entire 
instrument is enclosed in a controlled tempera-
ture box (53 cm x 38 cm x 40 cm) which is inter-
nally stabilized at 37 degrees Celsius by a
heater. For this specific test the pulley could be 

Figure 1: Experimental setup
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these bacteria can survive pasteurization and
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monly found in milk. The developed instrument 
is specific for detecting Clostridia; unlike the tra-
ditional method, it has also proven to be faster
[1,2,3]. Significant effort has been made in mak-
ing it portable, allowing the direct use in its field
of application. 

Experimental setup
For the Raman scattering excitation, a 532 nm
Nd:YAG DPSS laser with an power output of 1 
W was employed. The laser beam is focused into

the headspace of the vial under exam. After the 
interaction with the sample, the beam is directed
towards a light trap and absorbed. The scattered
radiation is collected by a custom made spec-
trometer positioned orthogonally to the laser 
path. The Raman signal is imaged onto the spec-
trometer focal plane with a pair of Hastings
achromatic triplets. In the collimated light region
between the two triplets, a 550 nm long-pass in-
terferometric filter is placed in order to reject the
strong Rayleigh scattering. The compact f/2.8
spectrometer setup includes an entrance objec-
tive lens, an additional long-pass filter, a diffrac-
tion grating, and a CMOS camera equipped with
its objective lens. The instrument is also
equipped with a linear translator useful to move 
a batch of vials and analyze them one at a time.
Additionally, a pulley is placed in order to rotate
the vials during the measurements. The entire
instrument is enclosed in a controlled tempera-
ture box (53 cm x 38 cm x 40 cm) which is inter-
nally stabilized at 37 degrees Celsius by a
heater. For this specific test the pulley could be

Figure 1: Experimental setup

disabled so during the measurements it is possi-
ble to rotate or just translate the vials.

Spectra generation
Raman spectra are generated by averaging sev-
eral rows of the acquired frames. An example 
spectrum is shown in Figure (2). This technique 
is sensitive to most gas molecules, allowing the 
simultaneous detection of hydrogen, water va-
por, nitrogen, oxygen, and carbon dioxide.

The proposed method operates on a threshold 
based algorithm to determine the Clostridium
contamination of a vial. A vial is considered con-
taminated if the hydrogen peak integral (587 cm-

1) exceeds the background mean plus 5 times its
standard deviations in the same spectral region.
The main limit to the measurement is repre-
sented by scattering and fluorescence caused
by dirt, condensation, or milk droplets on the
walls of the vials since those phenomena can
lead to partial or complete saturation of the de-
tector. For this reason, the idea is to rotate or
translate the vial until an acceptable measure-
ment condition is achieved. In any case, as long
as the contribution of fluorescence does not lead
to saturation of the detector, it can be subtracted
by fitting with a 3rd degree polynomial equation.

Testing
To compare the effects of the two movements,
rotation and translation, 24 vials containing a 
concentration expected to yield 19 positive re-
sults were prepared. The vials were measured 
by testing both rotations and translations. The 
sample preparation and image processing pro-
cedures followed standard methods used in pre-
vious measurements [1]. For each vial, 5 camera 
frames were acquired while rotating the vial 
around its vertical axis, subsequently 5 images 
were acquired after translating the vial 1 millime-
ter in both directions around the center (defined 
as the position when the laser passes through 
the vial's diameter). A measurement of 24 vials 
takes approximately 23 minutes. After choosing 

the most effective measurement strategy, the 
analysis time can possibly be reduced. To vali-
date the experiment, a control test was con-
ducted with the standard method on samples 
containing the same concentration of spores per
volume unit.

Results
The method based on Raman spectroscopy re-
vealed 7 positive vials out of 24 after 48 hours;
while the standard method detected only 1 posi-
tive vial after the same incubation time. After 3 
days, the number of positive vials detected by 
Raman spectroscopy increased to 20, while the 
standard method identified 16 positive vials.

Conclusions
The developed prototype was able to detect 35% 
(7/20) of the positive vials within 48 hours, 
whereas the standard method detected only 6% 
(1/16) as positive, showing the potential for a 
faster and more specific testing method. Meas-
urement through successive translations did not 
present particular issues compared to rotation,
leading to a possible simplification of the hard-
ware setup. Future tests will be conducted to val-
idate the proposed method and for further hard-
ware and software improvements.
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Summary: The source size effect (SSE) is a systematic error in thermography cameras, where the measured radi-
ance temperature varies with object size. The SSE is measured by capturing deviations in the camera’s response
across defined object sizes. These methods must ensure that the calculated differences are distinguishable from of
measurement uncertainty and that any thermal effects unrelated to the measurement process are minimized. This
often requires considerable effort, especially when the number of points to collect increases. This paper proposes
an alternative method using an iris aperture for continuous SSE measurement, which yields results comparable to
those of the conventional discrete method, while providing three times more data points and reducing measurement
time by 98 %.
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Introduction

As with pyrometers, the accuracy of temperature
measurements with thermography cameras de-
pends not only on the emissivity of the objects to
be measured, but also on their size, among other
factors. This is known as the Size-of-Source Ef-
fect (SSE), and the associated deviations can
exceed the uncertainty reported by manufactur-
ers [1]. To study this systematic error and its
causes—such as diffraction, scattering, and sen-
sor signal digitization—a proposed method of
measurement must be precise enough to clearly
represent the behavior of the sensor-optical sys-
tem under test [2]. Since the SSE is often
represented as differences in measured quanti-
ties, the reported values can easily be contami-
nated by side effects, such as thermal drift due
to heat convection. This complication increases
the complexity of experimental setup and the ef-
fort required to measure the SSE. This paper
presents a rapid method for measuring the SSE
of a thermal imaging camera using an Iris aper-
ture.

Measurement of the Size-of-Source Effect

The SSE evaluation is typically performed by
recording the deviation of the measured radiance
temperature of an object observed by the cam-
era as the object size changes. To do this, the
traditional approach, referred to as the discrete
approach, positions a series of circular aper-
tures, each with a different diameter, in front of
a black body surface (BBS) with a known radi-
ance temperature. These apertures are changed
from smallest to largest, with a waiting period,
of 2 min in this paper, between each change so
that the thermal behavior stabilizes after the po-
sitioning of the apertures. The present paper

proposes an alternative that uses an Iris aper-
ture, which will be referred to as the continuous
approach. It consists of capturing a sequence of
frames to measure the change in temperature as
the BBS is enlarged by hand sliding the pin lever
of an Iris aperture, which adjusts the diameter
of the circumference formed by the leaves. The
Iris was mounted on a 3D-printed bracket, which
was attached to a stainless steel plate (see Fig.
1). This bracket was designed for smooth in-
sertion, but with sufficient stiffness to restrict the
displacement of Iris while the circumference is
being adjusted. The stainless steel plate was
coated on the front with a high-emissivity refer-
ence paint, whereas the back side was left un-
treated to minimize heating up on the black sur-
face.

4

2 3

1

Fig. 1: Experimental set-up. The 3D printed mounting
bracket (1) is attached to the high emissivity coated
metal sheet plate (2) by means of conventional
screws. The Iris aperture (3) is then placed into the
mounting bracket and the size of the observed black
body surface (4) is adjusted by moving the pin lever.

Results

The SSE was evaluated using the discrete and
continuous approaches for a cooled midwave in-
frared camera, with a frame rate of 200 Hz for
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Introduction

As with pyrometers, the accuracy of temperature
measurements with thermography cameras de-
pends not only on the emissivity of the objects to
be measured, but also on their size, among other
factors. This is known as the Size-of-Source Ef-
fect (SSE), and the associated deviations can
exceed the uncertainty reported by manufactur-
ers [1]. To study this systematic error and its
causes—such as diffraction, scattering, and sen-
sor signal digitization—a proposed method of
measurement must be precise enough to clearly
represent the behavior of the sensor-optical sys-
tem under test [2]. Since the SSE is often
represented as differences in measured quanti-
ties, the reported values can easily be contami-
nated by side effects, such as thermal drift due
to heat convection. This complication increases
the complexity of experimental setup and the ef-
fort required to measure the SSE. This paper
presents a rapid method for measuring the SSE
of a thermal imaging camera using an Iris aper-
ture.

Measurement of the Size-of-Source Effect

The SSE evaluation is typically performed by
recording the deviation of the measured radiance
temperature of an object observed by the cam-
era as the object size changes. To do this, the
traditional approach, referred to as the discrete
approach, positions a series of circular aper-
tures, each with a different diameter, in front of
a black body surface (BBS) with a known radi-
ance temperature. These apertures are changed
from smallest to largest, with a waiting period,
of 2 min in this paper, between each change so
that the thermal behavior stabilizes after the po-
sitioning of the apertures. The present paper

proposes an alternative that uses an Iris aper-
ture, which will be referred to as the continuous
approach. It consists of capturing a sequence of
frames to measure the change in temperature as
the BBS is enlarged by hand sliding the pin lever
of an Iris aperture, which adjusts the diameter
of the circumference formed by the leaves. The
Iris was mounted on a 3D-printed bracket, which
was attached to a stainless steel plate (see Fig.
1). This bracket was designed for smooth in-
sertion, but with sufficient stiffness to restrict the
displacement of Iris while the circumference is
being adjusted. The stainless steel plate was
coated on the front with a high-emissivity refer-
ence paint, whereas the back side was left un-
treated to minimize heating up on the black sur-
face.

4

2 3

1

Fig. 1: Experimental set-up. The 3D printed mounting
bracket (1) is attached to the high emissivity coated
metal sheet plate (2) by means of conventional
screws. The Iris aperture (3) is then placed into the
mounting bracket and the size of the observed black
body surface (4) is adjusted by moving the pin lever.

Results

The SSE was evaluated using the discrete and
continuous approaches for a cooled midwave in-
frared camera, with a frame rate of 200 Hz for

both measurements. A relative diameter drel,i in
% is determined as

drel,i = dpx,i · 100/Vres (1)

with dpx,i the diameter of the circle in thermogram
number i, determined with an image processing
algorithm, and Vres the vertical resolution of the
camera. The SSE is evaluated through the cal-
culated temperature deviations

∆θj = θj − θref (2)

where θj is the mean value obtained over a con-
centric circular region of interest (ROI), with a ra-
dius of 5 px, in an averaged thermogram j. In the
discrete approach, for each diameter, this ther-
mogram j was obtained by averaging 50 con-
secutive frames. In the continuous approach,
for a set of predefined values of drel,j, all thermo-
grams in the frame sequence with similar diam-
eters drel,i, within a tolerance range of ± 0.5 %,
were grouped together. Each set, with at least
20 members, was averaged pixel by pixel, result-
ing in thermogram j. Then θref corresponds to
the value obtained at the largest circle for each
measurement.
The temporal evolution of drel and the measured
radiance temperature θ is presented in Fig. 2-
a). The contraction of the observed BBS is re-
flected in a reduction of the measured tempera-
ture, as well as the opposite, which is congruent
with the well known behaviour of the SSE. The
temperature deviations are presented in Fig. 2-
b). It can be observed that both curves overlap,
except for the point enclosed by the red circle,
which deviates slightly from the trend observed
in the other points of both curves. Notwithstand-
ing, the superposition of the curves suggest that,
the SSE of the optical system (camera and op-
tical objective) was reproduced well enough by
both approaches.

Table 1 lists the time spent performing each
measurement and the number of points obtained
with each approach. The use of the Iris aperture
made it possible to collect 3 times more mea-
sured points, at a cost of 2 % of the time spent for
the continuous measurement. This improves sig-
nificantly the resolution of the resulting curves,
facilitating a more accurate interpretation of the
measured SSE and related phenomena. How-
ever, it requires 6 more times disk storage ca-
pacity.
Summary and Outlook

This paper has presented the use of an Iris aper-
ture to measure the Size-of-Source Effect of a

Tab. 1: Summary statistics of the measurements

Approach Discrete Continuous
Total measurement

time in s
1020 18

Number of samples
obtained 8 29

Required storage
disk space in MB 163 1120

a)

b)

Fig. 2: Measured Size-of-Source Effect. a) Time
series of the temporal evolution of the measured
radiance temperature and b) the calculated
temperature deviations.

thermography camera. The size of the object is
adjusted by sliding the pin lever of the Iris aper-
ture. The temporal evolution of the measured
temperature decreases as the observed diame-
ter is reduced. Both this method and the tradi-
tional method provide the same relationship be-
tween these variables, but an improvement in the
resolution of the curve was achieved, along with
a notable reduction in measurement time
( > 98%) by using the Iris aperture. However, this
came at the cost of requiring 10 times more disk
space. In future work, the Iris aperture will be
automated so as to provide a more uniform and
reproducible variation in the diameter.
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Summary:
Infrared emitters based on MEMS technology are ideal for miniaturizing NDIR spectrometers. However, 
commercial MEMS-IR emitters typically reach their operational limit at measurement frequencies around 
20 Hz, while certain applications, require frequencies up to 100 Hz. To meet this demand, we have 
advanced our MEMS-IR emitters by optimizing both chip architecture and assembly techniques for high-
speed NDIR spectroscopy. These enhanced IR sources enable gas analysis in the 2-20 µm wavelength 
range at pulse frequencies up to 100 Hz.
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Background and Motivation
NDIR (non-dispersive infrared) sensors are 
widely used for analyzing various gases. MEMS-
based infrared (IR) sources are broadband, emit 
up to at least 12 µm, can be electrically pulsed, 
are resistant to minor vibrations and temperature 
fluctuations, and are cost-effective. Therefore, 
they currently represent the best solution for min-
iaturized NDIR sensors. However, commercially 
available IR emitters can only be effectively 
pulsed up to about 20 Hz. Although some emit-
ters are listed with cutoff frequencies of up to 40 
Hz [1, 2], our tests have not confirmed any cutoff 
frequency above 25 Hz.
The aim of this study was to optimize our own 
membrane-based MEMS-IR emitters for higher
modulation frequencies while keeping sufficient 
intensities for our customer’s NDIR-applications.
Therefore, we built a model of our current chip in 
the simulation software Comsol Multiphysics 
Version 6.1 and tested various parameters be-
fore manufacturing and assembling new emit-
ters.

Model Building
The parameters of the membrane layers depos-
ited in our cleanroom required for a thermoelec-
trical model are yet unknown and can only be ap-
proximated roughly using values from the litera-
ture. Direct measurement of these material pa-
rameters is currently not feasible, so they were 
determined via an algorithm comparing simula-
tion results with measured data.

First, we measured the temperature and electri-
cal resistance of our legacy infrared (IR) emitter 
as a function of applied electrical power, at at-
mospheric pressure and in vacuum. The 

resulting characteristic curves served as target 
values for the development of the COMSOL
model. Initially, physically meaningful boundary 
values were set for the desired material parame-
ters, which guided the initial simulations. The 
simulated curves for temperature, electrical re-
sistance, and power were used as input data of
a neural network, which derived new estimations
of the material parameters by comparing the 
simulation results with the measurement data. 
This process was repeated iteratively, with each 
simulation refining the parameters based on the 
neural network’s outputs, gradually building a 
dataset.

This iterative process of simulation, comparison, 
and parameter adjustment eventually converged 
to a unique parameter set defining the thermo-
electrical properties of the membrane layers.
Figure 1 shows the comparison between simula-
tion with these parameters and the measured 
values, demonstrating excellent agreement.

Figure 1: Comparison of the temperature-power 
curves (at two different pressures) between the 
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Background and Motivation
NDIR (non-dispersive infrared) sensors are 
widely used for analyzing various gases. MEMS-
based infrared (IR) sources are broadband, emit
up to at least 12 µm, can be electrically pulsed, 
are resistant to minor vibrations and temperature 
fluctuations, and are cost-effective. Therefore, 
they currently represent the best solution for min-
iaturized NDIR sensors. However, commercially
available IR emitters can only be effectively
pulsed up to about 20 Hz. Although some emit-
ters are listed with cutoff frequencies of up to 40
Hz [1, 2], our tests have not confirmed any cutoff
frequency above 25 Hz.
The aim of this study was to optimize our own
membrane-based MEMS-IR emitters for higher
modulation frequencies while keeping sufficient 
intensities for our customer’s NDIR-applications.
Therefore, we built a model of our current chip in 
the simulation software Comsol Multiphysics 
Version 6.1 and tested various parameters be-
fore manufacturing and assembling new emit-
ters.

Model Building
The parameters of the membrane layers depos-
ited in our cleanroom required for a thermoelec-
trical model are yet unknown and can only be ap-
proximated roughly using values from the litera-
ture. Direct measurement of these material pa-
rameters is currently not feasible, so they were 
determined via an algorithm comparing simula-
tion results with measured data.

First, we measured the temperature and electri-
cal resistance of our legacy infrared (IR) emitter
as a function of applied electrical power, at at-
mospheric pressure and in vacuum. The

resulting characteristic curves served as target 
values for the development of the COMSOL
model. Initially, physically meaningful boundary
values were set for the desired material parame-
ters, which guided the initial simulations. The
simulated curves for temperature, electrical re-
sistance, and power were used as input data of
a neural network, which derived new estimations
of the material parameters by comparing the 
simulation results with the measurement data.
This process was repeated iteratively, with each
simulation refining the parameters based on the
neural network’s outputs, gradually building a 
dataset.

This iterative process of simulation, comparison, 
and parameter adjustment eventually converged
to a unique parameter set defining the thermo-
electrical properties of the membrane layers.
Figure 1 shows the comparison between simula-
tion with these parameters and the measured 
values, demonstrating excellent agreement.

Figure 1: Comparison of the temperature-power
curves (at two different pressures) between the
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measured results (dots) and simulations (curves) 
based on the identified material parameters. 

Design Study 
With the obtained Comsol model, we were able 
to simulate over a hundred of different heating 
membrane geometries and the electric control. 
We analyzed potential designs before manufac-
turing with respect to resistance, power con-
sumption, intensity and dynamic. The most 
promising designs were then chosen to be man-
ufactured and assembled in our clean room fa-
cility. 

Results 
The dynamic response of MEMS-based infrared 
emitter chips is critically influenced by their phys-
ical dimensions. Larger chips possess a higher 
thermal capacity, which inherently slows their re-
sponse times. Conversely, smaller chips, though 
more dynamic due to their reduced thermal ca-
pacity, often exhibit significantly lower intensity. 
Due to these limitations, we pursued two distinct 
approaches. First, we optimized the design of an 
existing larger chip, aiming to enhance its re-
sponse speed while preserving as much emis-
sion intensity as possible. Second, we devel-
oped a single-chip-array of heating membranes, 
which combines the advantages of both high to-
tal emission area for increased intensity and 
small individual membrane size for improved 
thermal dynamics. In addition to fabricating 
newly optimized emitter chips, we successfully 
assembled highly compact emitter arrays from 
individual chips. 

Extensive testing of these advanced emitter 
modules demonstrated noteworthy performance 
improvements. For instance, by implementing 
minor design modifications to our legacy chip, 
we achieved a 10% increase in modulation depth 
across a frequency range of 10 to 50 Hz. Fur-
thermore, our novel in-chip array design, which 
retains the dimensions of the original chip, was 
able to deliver a 65% increase in emission inten-
sity at 60 Hz without increasing electrical power 
consumption. 

Moreover, our assembled 16-chip array exhib-
ited the same intensity at 100 Hz as the legacy 
chip operating at 10 Hz. Despite being housed 
within the same TO-39 socket and therefore 
keeping the same packing size, the multi-chip ar-
ray consumes three times the power of the leg-
acy chip. Although the assembly of such a multi-
chip array is complex and incurs higher produc-
tion costs, it underscores the potential of this ap-
proach, particularly for high-value applications 
such as clinical breath analysis, where perfor-
mance benefits justify the increased cost and 
power consumption. 

Figure 2: Comparison of the new IR-emitters to our 
legacy chip. The intensities are referenced to the leg-
acy chip. The emitters were pulsed with a square-
waved power signal at different frequencies and peak-
to-peak intensity was measured. 
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Summary:
A procedure for estimating expected lifetime of IR-MEMS-emitters was developed. A pre-test to 
examine the main influencing factor that limits lifetime has been carried out. Membrane temperature of 
the IR-MEMS-emitters was identified as the main influencing factor for electromigration, reducing 
lifetime. For this reason, the Arrhenius life stress model, a temperature based physical model, is used 
for calculating expected lifetime at nominal conditions.  
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Background and Motivation
IR-MEMS-emitter are silicon-based hotplate 
infrared sources with an optimized emission in 
mid-infrared range between 2 and 15 µm 
wavelength. The emitter is a multilayer system, 
whereby the emission layer on the top side 
determines the emission range. The heating 
layer defines the resistance of emitter types. If 
an input voltage is applied, membrane
temperature of heating layer rises and the hot 
resistance increases with defined temperature 
coefficient. Resistance, emission spectrum and 
temperature distribution over the membrane are 
the most important quality properties of IR-
MEMS-Emitters. Stressed emitters show shifts 
in emission spectrum and a material shift in 
heating layer, which is called electromigration,
and changes membrane temperature 
distribution. Resistance of emitters increases as 
electromigration continues. To better assess the 
effects of influencing factors on emitter lifetime,
a test strategy has been developed that enables 
a statement of lifetime via accelerated lifetime
tests. A test to evaluate expected lifetime based 
on an Arrhenius life-stress model was
conducted. In addition, the correlation between 
electromigration and emission shift has been
numerically quantified.   

Arrhenius life stress model and Weibull-
distribution 
Prior testing to identify whether membrane 
temperature or strength of electrical field is the 
main influence factor of electromigration has 
been done. These tests showed that there is a 
strong correlation between emitter failure and 

high membrane temperatures. On the other 
hand at the evaluated operating point ranges,
there was no connection between strength of 
electrical field and emitter failure observed.
Therefore, simple Arrhenius life-stress model
can be applied. This model is a physics-based 
model derived from temperature dependence
[1], used for temperature-accelerated tests.
From of at least two test groups with higher
working temperatures the expected lifetime 
under normal conditions can be calculated. The 
membrane temperature is a function of the 
electrical input power and was measured by a
suitable IR-camera. To estimate the 
characteristic lifetime of higher stress groups the 
2-parameter Weibull distribution was used [2].
The 95 % confidence interval and median of
parameters is determined via non-parametric
bootstrapping, with 20,001 resamples.

Test setup
Tab. 1: Example distribution of test groups

Power [W] #Samples Not IM #Samples IM

0.65 32 8

1.05 48 8

1.2 48 8

1.35 48 -

For calculating expected lifetime, the resistance
change of several emitters, running continuously 
at different power inputs and therefore 
temperatures, was measured in a special emitter 
test chamber. Furthermore, emission spectrum 
via FTIR-spectroscopy with a special external 
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Background and Motivation
IR-MEMS-emitter are silicon-based hotplate
infrared sources with an optimized emission in 
mid-infrared range between 2 and 15 µm
wavelength. The emitter is a multilayer system,
whereby the emission layer on the top side
determines the emission range. The heating
layer defines the resistance of emitter types. If
an input voltage is applied, membrane
temperature of heating layer rises and the hot
resistance increases with defined temperature 
coefficient. Resistance, emission spectrum and 
temperature distribution over the membrane are 
the most important quality properties of IR-
MEMS-Emitters. Stressed emitters show shifts 
in emission spectrum and a material shift in 
heating layer, which is called electromigration,
and changes membrane temperature 
distribution. Resistance of emitters increases as 
electromigration continues. To better assess the 
effects of influencing factors on emitter lifetime,
a test strategy has been developed that enables
a statement of lifetime via accelerated lifetime
tests. A test to evaluate expected lifetime based 
on an Arrhenius life-stress model was
conducted. In addition, the correlation between 
electromigration and emission shift has been
numerically quantified.

Arrhenius life stress model and Weibull-
distribution 
Prior testing to identify whether membrane 
temperature or strength of electrical field is the 
main influence factor of electromigration has
been done. These tests showed that there is a 
strong correlation between emitter failure and 

high membrane temperatures. On the other
hand at the evaluated operating point ranges,
there was no connection between strength of 
electrical field and emitter failure observed.
Therefore, simple Arrhenius life-stress model
can be applied. This model is a physics-based 
model derived from temperature dependence
[1], used for temperature-accelerated tests.
From of at least two test groups with higher
working temperatures the expected lifetime
under normal conditions can be calculated. The 
membrane temperature is a function of the 
electrical input power and was measured by a
suitable IR-camera. To estimate the 
characteristic lifetime of higher stress groups the 
2-parameter Weibull distribution was used [2].
The 95 % confidence interval and median of
parameters is determined via non-parametric
bootstrapping, with 20,001 resamples.

Test setup
Tab. 1: Example distribution of test groups

Power [W] #Samples Not IM #Samples IM

0.65 32 8

1.05 48 8

1.2 48 8

1.35 48 -

For calculating expected lifetime, the resistance
change of several emitters, running continuously
at different power inputs and therefore 
temperatures, was measured in a special emitter
test chamber. Furthermore, emission spectrum
via FTIR-spectroscopy with a special external

emitter input and membrane temperature 
distribution via IR-camera were measured at 
regular intervals for a subset IM (intermittent 
measurements) of emitters. Tab. 1 shows the 
resulting test groups. 

Results - Expected Lifetime 
Based on Weibull distribution, the characteristic 
lifetimes of the temperature stressed test groups 
were calculated with results shown in Tab. 2. 
Tab. 2: Example characteristic lifetimes of stressed 
test groups 

P [W] Tmem [K] Characteristic 

Lifetime[h] 

1.05 1026 4194 

1.2 1111 679 

1.35 1152 210 

Logarithmizing the Arrhenius life-stress model 
leads to   

𝑙𝑙𝑛𝑛(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿(𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚)) = 𝑙𝑙𝑛𝑛(𝐶𝐶) + 𝐵𝐵
𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚

 (1) 

with parameters B and C obtainable via linear 
regression. Using (1), expected lifetime at 
nominal power has been determined. A service 
lifetime of minimum 1e5 hours at nominal input 
power of 650 mW was reached (Fig. 1).   

Fig. 1: expected lifetime of CMOSI500  vs. membrane 
temperature: nominal input power 650 mW @ 610 °C 
is marked 

Electromigration 
Electromigration was numerically quantified by 
IR-pictures showing membrane temperature 
distribution. Over the operational time of an 
emitter, position of the hot spot on the membrane 
and shape of the hot spot, defined by calculating 
the ratio of height and width (shape ratio) of the 
10 % highest temperature pixels, were 
determined. While there is no change in location 
and shape ratio of the hot spot in test groups with 
nominal power, in stressed test groups the hot 
spot moves in one direction until some upper 
boundary. Afterwards the hot spot becomes 

more elliptic, indicated by an increasing shape 
ratio. 

Fig. 2: numerical evaluation of IR-pictures 

Emission shift 
In four wavelength intervals, change of 
amplitude was measured by FTIR-spectroscopy. 
In higher stress groups there is a change of 
around 10 % in every wavelength interval, while 
in nominal power there is no change over 
operational time. 

Discussion 
To verify if there is a correlation between 
emission shift and electromigration the 
amplitude change of measured spectrometer 
data in the different wavelength were compared 
to calculated spectra of the temperature 
distribution measured by IR-camera. For every 
temperature pixel a Planck spectrum was 
calculated and summarized to a total spectrum. 
Both calculated and measured amplitude 
change are showing the same behaviour over 
time. This proves the correlation between 
emission shift and electromigration. Long-term 
tests had shown the main force that limits lifetime 
of IR-MEMS-emitter is electromigration, which 
can be attributed to a high membrane 
temperature. The material shift leads to changed 
radiation characteristics in emission spectrum 
caused by hot spot displacement and changes in 
hot spot shape. Finally the material shift leads to 
a rupture in membrane. The AC-Mode of IR-
MEMS-emitters should contribute to the 
reduction of migration effects and thus to lifetime 
extension, which needs to be evaluated in further 
long-term tests. 
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Summary:
For NDIR gas analysis, a constant emission spectrum of the integrated IR emitter is necessary. This 
requires the supply of constant electrical power. An electronic circuit is designed that enables the 
power implemented at the emitter to be set and measured. A digital controller with dynamic parameter 
determination is implemented in a microcontroller. A mobile smartphone application is created to dis-
play measured values and set the reference variable. Bluetooth communication enables cyclic data 
exchange between the app and the microcontroller.
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Infrared emitter
One method in the field of gas sensing is non-
dispersive infrared gas analysis (NDIR gas 
analysis).1 Infrared emitters are used whose 
emission spectrum depends on the electrical 
power supplied.2 It is therefore important for 
the measurement process to keep this power 
constant. Due to a non-linear relationship be-
tween the emitter temperature resulting from a 
certain emitter power and the resulting spectral 
energy density in the range of the wavelength 
used for analysis, even small power fluctuations 
cause a significant measurement error in NDIR 
gas measurement.3

Circuit design
A transistor serves as the power control actuator, 
which is controlled by a 32-bit microcontroller us-
ing the pulse width modulation method. A current 
regulator defines the operating range of the ac-
tuator and decouples it from the supply voltage. 
A smoothing capacitor generates a DC voltage 
from the PWM voltage and creates a quantifiable 
time constant for the dynamic transmission be-
havior of the circuit. The power measurement is 
carried out indirectly via two differential amplifier 
circuits for measuring current and voltage. The 
current is measured via a measuring resistor and 
the voltage is measured directly across the elec-
trical load. A parallel resistor optimizes the ad-
justment range with regard to optimal utilization 
of the available PWM range to the specified 

1 cf. [Wie22] pp. 393 f.
2 cf. [MH24b] p. 3

working range and thereby maximizes the effec-
tively usable resolution.

Fig. 1 Circuit Design

Controller
The electrical circuit of the power control can be 
described mathematically within the working 
area by the following relationship: 

𝑃𝑃𝑅𝑅𝑅𝑅(𝑠𝑠) =
𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚

2

1 + 𝑠𝑠 ∙ 𝑇𝑇1
∙ ( 𝑅𝑅𝑃𝑃
𝑅𝑅𝑅𝑅 + 𝑅𝑅𝑀𝑀 + 𝑅𝑅𝑃𝑃

)
2
∙ 𝑅𝑅𝑅𝑅 ∙ 𝐾𝐾(𝑠𝑠)2

3 cf. [Wie22] pp. 1219-1221, [INS21] p. 2
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Summary:
For NDIR gas analysis, a constant emission spectrum of the integrated IR emitter is necessary. This
requires the supply of constant electrical power. An electronic circuit is designed that enables the
power implemented at the emitter to be set and measured. A digital controller with dynamic parameter
determination is implemented in a microcontroller. A mobile smartphone application is created to dis-
play measured values and set the reference variable. Bluetooth communication enables cyclic data 
exchange between the app and the microcontroller.
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Infrared emitter
One method in the field of gas sensing is non-
dispersive infrared gas analysis (NDIR gas
analysis).1 Infrared emitters are used whose 
emission spectrum depends on the electrical
power supplied.2 It is therefore important for 
the measurement process to keep this power 
constant. Due to a non-linear relationship be-
tween the emitter temperature resulting from a 
certain emitter power and the resulting spectral
energy density in the range of the wavelength
used for analysis, even small power fluctuations
cause a significant measurement error in NDIR 
gas measurement.3

Circuit design
A transistor serves as the power control actuator,
which is controlled by a 32-bit microcontroller us-
ing the pulse width modulation method. A current 
regulator defines the operating range of the ac-
tuator and decouples it from the supply voltage. 
A smoothing capacitor generates a DC voltage
from the PWM voltage and creates a quantifiable 
time constant for the dynamic transmission be-
havior of the circuit. The power measurement is
carried out indirectly via two differential amplifier 
circuits for measuring current and voltage. The
current is measured via a measuring resistor and 
the voltage is measured directly across the elec-
trical load. A parallel resistor optimizes the ad-
justment range with regard to optimal utilization 
of the available PWM range to the specified 

1 cf. [Wie22] pp. 393 f.
2 cf. [MH24b] p. 3

working range and thereby maximizes the effec-
tively usable resolution.

Fig. 1 Circuit Design

Controller
The electrical circuit of the power control can be 
described mathematically within the working
area by the following relationship:

𝑃𝑃𝑅𝑅𝑅𝑅(𝑠𝑠) =
𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚

2

1 + 𝑠𝑠 ∙ 𝑇𝑇1
∙ ( 𝑅𝑅𝑃𝑃
𝑅𝑅𝑅𝑅 + 𝑅𝑅𝑀𝑀 + 𝑅𝑅𝑃𝑃

)
2
∙ 𝑅𝑅𝑅𝑅 ∙ 𝐾𝐾(𝑠𝑠)2

3 cf. [Wie22] pp. 1219-1221, [INS21] p. 2

𝑇𝑇1 =
𝑅𝑅𝑃𝑃

𝑅𝑅𝑃𝑃 + 𝑅𝑅𝑀𝑀 + 𝑅𝑅𝐿𝐿
∙ (𝑅𝑅𝑀𝑀 + 𝑅𝑅𝐿𝐿) ∙ 𝐶𝐶1

The squared influence of the duty cycle K(s) of 
the PWM voltage represents a static non-linear-
ity. This is linearized by implementing a square 
root function as an inverse non-linearity in the 
microcontroller. The measured values of current 
and voltage are denoised in the microcontroller 
using a digital filter in the form of a T1 element. 
The T1 element has a limit frequency of ω0 = 200 
s-1 and thus generates a delay element with
T2 = 5 ms. Overall, this results in a PT2 controlled
system with the following transfer function:

𝐺𝐺𝑆𝑆 =
𝐾𝐾𝑃𝑃𝑆𝑆1

(1 + 𝑠𝑠𝑇𝑇1) ∙ (1 + 𝑠𝑠𝑇𝑇2)
 

𝐾𝐾𝑃𝑃𝑆𝑆1 = ( 𝑅𝑅𝑃𝑃
𝑅𝑅𝐿𝐿 + 𝑅𝑅𝑀𝑀 + 𝑅𝑅𝑃𝑃

)
2
∙ 𝑅𝑅𝐿𝐿 ∙ 𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚

2

Closed loop control 
The following figure shows the control loop con-
sisting of the controller GR and the controlled 
system. 

Fig 2 Digital control loop 

A PI controller is used to control the PT2 system, 
the parameters of which are determined using 
the method of compensating the largest system 
time constant4: 

𝑇𝑇𝑛𝑛 = 𝑇𝑇1 

𝐾𝐾𝑃𝑃𝑃𝑃 =
𝑇𝑇1

2 ∙ 𝐾𝐾𝑃𝑃𝑆𝑆1 ∙ 𝑇𝑇2
The resistor RL represents a disturbance varia-
ble that can be determined from the current 
measured values for current and voltage meas-
urement. In order to achieve a homogeneous re-
sponse behavior over the entire working range of 
the control, the current resistance value is used 
to determine the controller parameters during the 
microcontroller's runtime from the context of the 
mathematical system model and thus dynami-
cally adapt them. 

Program structure of the microcontroller 
In order to optimally use the microcontroller's 
computing power, the program is divided accord-
ing to the different time requirements of individ-
ual functions, see the following figure. 

4cf. [Zac22] S. 21 

Bluetooth communication works with a cycle 
time of 100 ms, as this has the lowest real-time 
requirement and the graph in the app is also dis-
played at a 0.1 Hz rate. 

The cycle time of the controller was selected to 
be sufficiently short at 0.5 ms with system time 
constants of T1=16.7…47.4 ms and T2=5 ms in 
order to achieve a quasi-continuous behavior of 
the control loop. 

Fig 3 Program structure 

The raw values of the current and voltage meas-
urement are read and filtered in a cycle of 
0.1 ms. This oversampling, in conjunction with 
the digital T1 element, improves the quality of the 
measurement signals through reduced noise be-
havior. 

The different cycle times are implemented using 
function calls in the interrupt service routines of 
various cyclic timer interrupts. 

Smartphone application 
The smartphone app enables communication 
between the user and the circuit via Bluetooth 
with the microcontroller. The target power value 
can be set using a slider or a text field. The cur-
rent performance value is displayed in another 
text field. In addition, current, voltage, resistance 
and power curves are displayed in a graph. 

Bluetooth data exchange 
The data is transmitted cyclically as a character 
string. Semicolons are used to separate the in-
dividual pieces of information. The data sent 
from the microcontroller to the app contains the 
current measurements of current, voltage, re-
sistance and power of the IR emitter. The data 
sent by the app to the microcontroller contains 
the setpoint of the control, controller parameters 
Kp and Tn, as well as the operating mode of the 
controller. 
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Results 
When testing the system, it was shown that the 
power of the electrical load can be controlled 
within the assigned working range. The meas-
ured value display in the app shows that the ac-
tual value follows the target value quickly and 
fluctuates around the target value with a devia-
tion of 1 mW. The control behavior is examined 
using step responses and corresponds to expec-
tations. Fig 4 shows the behavior based on a 
sudden change in resistance from 19 ohms to 80 
ohms at 500 mW. 

Fig 4 Control loop reaction to a disturbance 

The transmission and display of the measured 
values in the mobile application works without in-
terruption and has no noticeable delay. This 
means that the operator can use the app to mon-
itor the current status of the circuit through the 
time curves displayed. The specification of the 
setpoint and the selection of the operating mode 
of the controller including parameter input works 
as expected. 

Fig 5 Mobile application 

Conclusion 
A digital power control of an electrical load was 
successfully implemented and visualized via an 
app. The implementation developed represents 
a prototype that fulfills the required functionality. 
Future developments can build on this. 
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The transmission and display of the measured 
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means that the operator can use the app to mon-
itor the current status of the circuit through the
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Conclusion
A digital power control of an electrical load was
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app. The implementation developed represents
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Summary:
The article shows the production and evaluation of directly deposited thin-film temperature sensors on 
a thrust cylindrical roller bearing washer in and near the tribo-mechanical rolling contact. The produc-
tion was carried out using sputtering, photolithography and etching processes. Due to the frictional 
forces, a 12 % (3.6 °C) higher temperature was measured in the mechanical rolling contact and a 
5.3 % (1.6 °C) higher temperature near the mechanical rolling contact compared with the conventional 
temperature sensor on the outside of the bearing washer.

Keywords: thin-film sensors, direct deposition, bearing washer, temperature measurement, harsh 
environment

Introduction
Frequent maintenance of systems and ma-
chines can prevent downtimes and reduce 
costs. To improve maintenance intervals, con-
ventional machine elements, such as gears or
rolling bearings, can be used in combination 
with a compact electronics solution by means of 
sensor integration for intelligent system moni-
toring [1,2]. Commercial applications for large 
rolling bearings are already available. Here, the 
operating states are monitored via condition 
monitoring systems (CMS) with external vibra-
tion and temperature sensors [3]. However, in 
order to maximize information about local bear-
ing conditions (normal and tangential forces, 
temperature), the measuring position must be 
located directly in the bearing. For this purpose, 
thin-film strain gauges and temperature sensors 
can be used as an array directly or in the im-
mediate vicinity of the tribological contact on the 
rolling element raceway [4,5]. This article fo-
cusses on manufacturing directly deposited 
thin-film temperature sensors on thrust roller 
bearing washers and qualify them in a compo-
nent test bench.

Sensor Manufacturing 
For the production of the thin-film sensors, sput-
ter deposition was used. Thus, thin-film strain 
sensors and temperature sensors were applied,
whereby this contribution focuses on tempera-
ture sensors. An axial cylindrical roller bearing 

washer (GS89312) was used as substrate. The 
mean roughness depth Rz was 0.68 ± 0.06 µm 
and the arithmetic mean roughness value Ra
was 0.08 ± 0.01 µm as tactilely determined
(HOMMEL-ETAMIC W5, JENOPTIK). First, the 
bearing washer surface was cleaned using 
acetone and isopropanol. A sputter etching 
process was then carried out in the SenVac 
Z550 sputtering system to increase the adhe-
sive strength of the subsequent insulation layer
out of alumina (Al2O3), which was applied with a 
power of 350 W. A 6 µm thick layer was depos-
ited in steps of 1 µm with intermediate chemical 
cleaning steps. The layer for the temperature
sensors was produced using the Kenotec MRC 
sputtering system with a power of 200 W and 
shadow masks dividing the washer area into 
different regions for strain gauges and tempera-
ture sensors. An adhesion promotion layer of 
titanium with a thickness of 10 nm was applied
before the sensor layer made of platinum with a 
thickness of 230 nm was deposited. Finally, a 
500 nm thick gold layer was applied to the edge 
of the bearing washer for the contact pads.
Once the layer system of the sensors had been
applied, the thin-film sensors were structured 
using photolithography with the resist AZ 10XT.
Ion beam etching was used to remove the ma-
terial that was not covered by the resist. After 
removing the resist, a 4 µm thick alumina layer 
was applied as a wear protection layer using 
the SenVac Z550 sputtering system and the 
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settings described above. The bearing washer 
with the thin-film sensors is shown in Figure 1.  

Fig. 1. Thrust roller bearing washer with sensors. 

Measurement Results 
To characterize the temperature sensors, the 
temperature coefficient of resistance (TCR) was 
determined using a hot plate and calculated 
according to (1) with the temperatures 
LT = 20 °C and HT = 80 °C. 

TCR = [(RHT – RLT)]/RLT]/[HT − LT] (1) 

The temperature sensors had an average TCR 
of 744.6 ± 90.3 ppm/°C. For the investigations 
of the integrated sensors, the bearing washer 
was mounted in an FE8 test rig (DIN 51819-
1:2016-12), which enables cylindrical roller 
thrust bearings to be loaded and operating un-
der constant operating conditions. The selected 
rotational speed was 500 rpm and an axial load 
of 7.5 kN was applied, corresponding to an 
Hertzian pressure in the roller-raceway contacts 
of 750 MPa. Grease (ISOFLEX NBU 15) was 
selected as lubricant. After a test period of 60 
minutes, the highest temperature of 
33.6 ± 0.1 °C was measured with the thin-film 
sensor (T2) directly in the mechanical rolling 
contact. This was followed by the thin-film sen-
sor (T1) close to the mechanical rolling contact 
with a temperature of 31.6 ± 0.1 °C. A tempera-
ture of 30 ± 0.1 °C was measured with the 
PT100 temperature sensor at the edge of the 
bearing washer (Figure 2). 

Fig. 2. Temperature signals from differently posi-
tioned sensors. 

Due to the frictional heat caused by the friction-
al forces and the high sliding components 
caused by the contact kinematics, the meas-

ured temperatures in and near the rolling bear-
ing contact are higher than the temperature of 
the PT100 at the edge of the bearing washer. 
The test was repeated four times with reproduc-
ible signals. 

Conclusion 
Thin-film temperature sensors were applied to a 
thrust roller bearing washer to measure the 
temperature in and near the mechanical rolling 
contact. The sensors were produced using 
cathode sputtering, photolithography and ion 
beam etching. Due to the frictional forces, vari-
ous temperatures were measured in and near 
the tribo-mechanical contact as well as at the 
edge of the bearing washer when it was tested 
in a component test rig. The results show that 
after 60 minutes, a temperature 12 % (3.6 °C) 
higher in the mechanical rolling contact and 
5.3 % (1.6 °C) higher near the mechanical roll-
ing contact could be determined with the direct-
ly deposited sensors than with a conventional 
PT100 at the edge of the bearing washer. Thus, 
a more accurate and faster temperature deter-
mination is possible with the help of thin-film 
sensors directly in the tribo-mechanical contact, 
as well as more precise validation of simulation 
models. 
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settings described above. The bearing washer
with the thin-film sensors is shown in Figure 1. 

Fig. 1. Thrust roller bearing washer with sensors.

Measurement Results
To characterize the temperature sensors, the
temperature coefficient of resistance (TCR) was
determined using a hot plate and calculated
according to (1) with the temperatures
LT = 20 °C and HT = 80 °C.

TCR = [(RHT – RLT)]/RLT]/[HT − LT] (1)

The temperature sensors had an average TCR 
of 744.6 ± 90.3 ppm/°C. For the investigations
of the integrated sensors, the bearing washer
was mounted in an FE8 test rig (DIN 51819-
1:2016-12), which enables cylindrical roller 
thrust bearings to be loaded and operating un-
der constant operating conditions. The selected
rotational speed was 500 rpm and an axial load
of 7.5 kN was applied, corresponding to an
Hertzian pressure in the roller-raceway contacts
of 750 MPa. Grease (ISOFLEX NBU 15) was
selected as lubricant. After a test period of 60
minutes, the highest temperature of 
33.6 ± 0.1 °C was measured with the thin-film
sensor (T2) directly in the mechanical rolling
contact. This was followed by the thin-film sen-
sor (T1) close to the mechanical rolling contact
with a temperature of 31.6 ± 0.1 °C. A tempera-
ture of 30 ± 0.1 °C was measured with the
PT100 temperature sensor at the edge of the
bearing washer (Figure 2).

Fig. 2. Temperature signals from differently posi-
tioned sensors.

Due to the frictional heat caused by the friction-
al forces and the high sliding components
caused by the contact kinematics, the meas-

ured temperatures in and near the rolling bear-
ing contact are higher than the temperature of
the PT100 at the edge of the bearing washer. 
The test was repeated four times with reproduc-
ible signals.

Conclusion
Thin-film temperature sensors were applied to a
thrust roller bearing washer to measure the
temperature in and near the mechanical rolling
contact. The sensors were produced using
cathode sputtering, photolithography and ion 
beam etching. Due to the frictional forces, vari-
ous temperatures were measured in and near 
the tribo-mechanical contact as well as at the
edge of the bearing washer when it was tested
in a component test rig. The results show that
after 60 minutes, a temperature 12 % (3.6 °C) 
higher in the mechanical rolling contact and
5.3 % (1.6 °C) higher near the mechanical roll-
ing contact could be determined with the direct-
ly deposited sensors than with a conventional
PT100 at the edge of the bearing washer. Thus, 
a more accurate and faster temperature deter-
mination is possible with the help of thin-film 
sensors directly in the tribo-mechanical contact, 
as well as more precise validation of simulation
models.
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Summary: This study presents a simple and accurate method for quantifying the thermal conductivity of silica
aerogels which are well-known for their low thermal conductivity (< 0.02Wm−1 K−1) and their highly porous struc-
ture [1]. In this setup, two aerogel blocks (diameter 2 cm, thickness 8 mm) are stacked with a small platin-based
heating structure in-between and thermistors (diameter 7.5 mm) on the outside. This approach minimizes heating
losses by ensuring the heat is transferred through the aerogel and measured by the sensors. The thermal con-
ductivities found are in the range of 0.015 - 0.024 m−1K−1, corresponding well to the values found in the current
literature.

Keywords: High porosity, Silica Aerogel, Thermal conductivity, Thermal Insulation

Introduction
The use of aerogels in microfluidic devices is
very attractive due to their extremely high ther-
mal insulation, which can be used in thermal
micro-devices. Silica aerogels obtain their high
insulation properties due to the high porosity (up
to 99% [2]), and surface area. These properties
and the fact that aerogels can be manufactured
in all custom shapes make them ideal candidates
for thermal insulation of microfluidic devices.

Measurement principle and setup
The measurement principle to determine the
thermal conductivity is based on the ’Absolute
Method’. One side of the sample is placed on a
heating structure with a set power, the other side
is positioned on a temperature sensor (with heat
sink). The thermal conductivity (λ) can be de-
termined from the temperature difference. The
relation is shown in eq. (1) [3]. Here, Q̇ is the
heat flow, s the height of the sample, A the cross-
sectional area and ∆T the temperature differ-
ence.

λ =
Q̇ · s

A ·∆T
(1)

The experimental setup is shown in Fig. 1.
Sensors are glued with silver glue (Elecolit
414) to the aerogel samples and connected via
150 µm wires to a digital multimeter (Keithley
DMM6500). The heater is connected to a power
supply, which is selected to give a total input
power of 60, 220 and 450 mW .

Sensor fabrication and characterization
The silica aerogels are manufactured based on
the sol-gel process. First, Tetraethylorthosilicate
(TEOS) is added to ethanol, DI water, and HCL
to start the Hydrolyses reaction at 45◦C. After 90

Fig. 1: Schematic side view of the setup. The green
arrows indicate the flow-profile. Sensor 3 measures
the temperature directly at the heater (THeater).

minutes, the temperature is decreased to 35◦C,
and Ammonia is added to start the condensa-
tion reaction. After roughly 50 minutes, the gel is
formed and the samples are placed in the mold
(diameter 2 cm, height 8 mm). The samples are
aged in a mixture of TEOS / ethanol and dried
using CO2 critical drying (Leica CPD300). The
complete process and molar ratios are shown in
previous work [4].

The sensors are manufactured on silicon
wafers and are based on a 5 µm thick spin-
coated polyimide layer (precursor U-varnish-S
with 20% wt - polyamic acid content, UBE Eu-
rope GmbH) and 200 nm thick sputtered platin
structures (100 µm linewidth) that serve as both
a thermistor and a heater. The average resis-
tances are 320 Ω and 1650 Ω, respectively. With
a voltage applied, the aerogel structure heat up,
changing the resistance of the thermistors. The
relation between the actual temperature (in ◦C)
and the resistance of the thermistors is give by
eq. (2). These gave an average value for α of
0.0023 K−1.

R(T ) = R(T0)(1 + αT0
· (T − T0)) (2)
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Results

An input power of 60, 220 and 450 mW was ap-
plied to the heaters, and the resistance of the
sensors (including the sensor directly next to the
heater THeater) was continuously monitored. The
temperature is calculated from the resistance ac-
cording to eq. (2), and the results are shown Fig.
2.

Fig. 2: Temperature response for 220 mW applied to
the heater.

The responses to a stepwise increase in the
heating temperature is shown in Fig. 3, with a
temperature of 70 to 230◦C. Both sensors detect
identical temperatures, confirming the robust-
ness and reliability of the measurement setup.

Fig. 3: Sensor response for step-wise increase of the
heater power.

The calculated thermal conductivities (λ) for
the measurements are shown in Fig. 4. The
values for λ changes slightly depending on the
temperature of the aerogel, which is a known oc-
currence. The objects thermal properties are re-
lated by the objects temperature [5].

Every manufactured sensor consists of a
heater and a thermistor. Therefore, it is possi-
ble to additionally measure the temperature with
the heater structures on the outer sides of the
aerogel blocks. This gives extra confirmation of
the temperature, as shown in Fig. 4. The cal-
culated values (with the heater structures) show
identical values, validating the determined ther-
mal conductivities.

Fig. 4: Thermal conductivity of aerogel samples at
different heating temperatures.

Conclusions and Outlook
This abstract presents a reliable method for de-
termining the thermal conductivity of samples
with extremely low values. The thermal losses
in the setup are minimized by placing the sen-
sor between two small aerogel blocks. This in-
hibits heat flow around the samples and also en-
sures that all heat goes in the aerogel (evenly
distributed in both samples). The measurement
setup features a total of five temperature sen-
sors, enabling for accurate temperature readings
and calculated thermal conductivities. The ther-
mal conductivities (0.015 - 0.024 m−1K−1) found
in this research can help further research to min-
imize heat losses in micro-chambers/reactors
and/or other insulation in microfluidic devices.
Future research will focus on integrating the
aerogels with IC technology to improve the con-
nections between the aerogel and the sensor.
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[3] Peter Böckh and Thomas Wetzel.
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Summary:
Dynamic measurements, particularly in thermometry, are crucial for capturing rapid variations in physical 
systems. However, such measurements face challenges due to noise, system distortions, and the in-
herent uncertainty of capturing time-dependent phenomena. This study presents a methodological ap-
proach to improve dynamic measurements through advanced signal processing and calibration model 
enhancement. By integrating Fourier transforms, dynamic Kalman filtering, and temperature correction 
models, the research aims to enhance precision while ensuring traceability. The results demonstrate 
the effectiveness of these approaches in providing reliable, accurate, and standardized measurements 
for industrial and scientific applications.

Keywords: dynamic measurements; calibration; response time; metrology.

Introduction 
Dynamic measurements are indispensable in 
fields like fluid dynamics, thermometry, and a-
coustics, where rapidly changing conditions de-
mand accurate and responsive measurement 
techniques. Traditional static calibration me-
thods, designed for steady-state scenarios, often 
fail to account for the transient and time-depen-
dent behaviors of dynamic systems. This limita-
tion necessitates the development of dynamic 
calibration methodologies, which incorporate 
sensor response times and temporal variations 
to ensure reliability and accuracy.
Key advancements include Monte Carlo simula-
tions for uncertainty evaluation (1), frequency 
response and impulse response testing to cha-
racterize system behavior (2) (3) (4), and real-
time data processing with compensation filters to 
manage large data volumes and correct distorti-
ons (5) (6).
These innovations, combined with fast-response 
sensors and adaptive signal processing techni-
ques, address critical challenges in capturing ac-
curate data in evolving conditions (7) (8). How-
ever, gaps in existing standards, such as the 
GUM (14) and VIM (15), highlight the need for 
greater emphasis on dynamic considerations, 
particularly in accounting for sensor response 
times, to improve replicability and precision in 
dynamic measurement systems.
In this study, calibration models are enhanced to 
better account for sensor response times and re-
duce uncertainties, enabling accurate measure-
ment of rapid changes. Advanced data 

processing methods, including adaptive and 
real-time algorithms, are employed to optimize 
noise reduction and manage system uncertainty. 

Methodology
Signal Processing 
A robust signal processing framework was de-
veloped to address the challenges of dynamic 
measurements. The first step involved applying 
Fourier transforms to filter out noise and recon-
struct the original signal. This technique effec-
tively isolated the relevant frequency compo-
nents, allowing for more accurate signal analy-
sis.
A dynamic Kalman filter has been used to esti-
mate the measurand by optimally balancing 
noise reduction and system uncertainty.

Figure 1 : application of Kalman filter on raw data of 
thermocouple type K.

Next, an inverse transfer function (Hinv(ω)) was 
designed to correct distortions introduced by the 
measurement system. By restoring the original 
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signal, this approach improved the fidelity of the 
measured data. Finally, a dynamic Kalman filter 
was employed to optimally balance noise reduc-
tion with system uncertainty. This adaptive filter-
ing technique allowed for real-time adjustments, 
ensuring the accuracy of the measurements un-
der varying conditions. 
Sensor temperature correction 
This phase assesses thermocouple response 
time to ensure accurate and reliable dynamic 
temperature measurements. The thermocouple 
operates on the Seebeck effect (20), here two 
different metals generate an electrical voltage at 
their junction, which is temperature-dependent 
(21). Thermocouple temperature readings often 
deviate from the actual surrounding tempera-
tures due to factors like radiation, convective 
heat transfer, and the thermocouple's response 
time. To account for these discrepancies, adjust-
ments are made to the measured temperature, 
as explained by Pitts et al. (22). The formula that 
relates the environmental temperature (Tg) to the 
measured temperature (Tj) incorporates these 
elements and is given by: 

𝑇𝑇𝑔𝑔 = 𝑇𝑇𝑗𝑗 + 𝜏𝜏
d𝑇𝑇𝑗𝑗
d𝑡𝑡 +

𝜖𝜖𝜖𝜖
ℎ𝑐𝑐𝑐𝑐𝑐𝑐

(𝑇𝑇𝑗𝑗4 − 𝑇𝑇𝑤𝑤4) 

Results and Discussion 
The study demonstrates the effectiveness of 
the proposed methodologies in enhancing dy-
namic measurements. 

Figure 2 : example of temperature correction for a thermo-
couple Type K at two different temperatures. 

Figure 3 : Sensor Response Times vs. Temperature 

The comparison of response time of different 
types of sensors like Pt100, TC type K and TC 
type T. It shows that Pt100 sensors have signifi-
cantly slower response times compared to Type 
K and T thermocouples, making them less suita-
ble for dynamic environments. In contrast, Type 
K and T thermocouples exhibit faster, consistent 
response times. Dynamic signal processing 
techniques reduced uncertainties, leading to 
more precise measurements. The temperature 
correction model addressed environmental and 
system-specific distortions, aligning measure-
ments with metrological standards. The study 
also emphasized the importance of uncertainty 
propagation, with noise, filtering, and modeling 
errors identified as key contributors. The meth-
odologies effectively minimized these uncertain-
ties. 
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measured data. Finally, a dynamic Kalman filter 
was employed to optimally balance noise reduc-
tion with system uncertainty. This adaptive filter-
ing technique allowed for real-time adjustments, 
ensuring the accuracy of the measurements un-
der varying conditions.
Sensor temperature correction
This phase assesses thermocouple response
time to ensure accurate and reliable dynamic
temperature measurements. The thermocouple
operates on the Seebeck effect (20), here two
different metals generate an electrical voltage at 
their junction, which is temperature-dependent
(21). Thermocouple temperature readings often 
deviate from the actual surrounding tempera-
tures due to factors like radiation, convective
heat transfer, and the thermocouple's response 
time. To account for these discrepancies, adjust-
ments are made to the measured temperature, 
as explained by Pitts et al. (22). The formula that
relates the environmental temperature (Tg) to the 
measured temperature (Tj) incorporates these 
elements and is given by:
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Results and Discussion
The study demonstrates the effectiveness of
the proposed methodologies in enhancing dy-
namic measurements.

Figure 2 : example of temperature correction for a thermo-
couple Type K at two different temperatures.

Figure 3 : Sensor Response Times vs. Temperature

The comparison of response time of different
types of sensors like Pt100, TC type K and TC 
type T. It shows that Pt100 sensors have signifi-
cantly slower response times compared to Type
K and T thermocouples, making them less suita-
ble for dynamic environments. In contrast, Type 
K and T thermocouples exhibit faster, consistent 
response times. Dynamic signal processing
techniques reduced uncertainties, leading to
more precise measurements. The temperature
correction model addressed environmental and
system-specific distortions, aligning measure-
ments with metrological standards. The study
also emphasized the importance of uncertainty
propagation, with noise, filtering, and modeling 
errors identified as key contributors. The meth-
odologies effectively minimized these uncertain-
ties.
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Summary:
In this work the laser Doppler vibrometry (LDV) is applied to determine the piezoelectric coef f icients of  
sensor and actuator materials. LDV is a noncontacting optical method and, thus, not inhibiting samp le 
displacement allowing for highly precise material characterization. The piezoelectric constants are also 
directly evaluated f rom the measurement data. In this work, d33 of  lithium tantalate is determined up to 
400 °C. However, in principle, the application temperature is limited by the furnace only in which the 
samples are installed.

Keywords: piezoelectric coef f icient, laser Doppler vibrometry (LDV), lithium tantalate, non-contact 
measurement, high-temperature sensorics

Introduction and Motivation
Piezoelectric materials are the basis of  numer-
ous applications, especially in sensor and actu-
ator technology. Such applications require pre-
cise characterization of  the piezoelectric proper-
ties of  the materials used, even under demand-
ing conditions. 

Lithium tantalate (LiTaO3, LT) is one such case: 
it has already proven to be a very good piezoe-
lectric sensor material in acoustic sensor tech-
nology. In form of  a solid solution with lithium 
niobate (LN), it is expected to be usable at ele-
vated temperatures above 600 °C [1]. Conse-
quently, these materials are of  great interest to 
research and industry [2]. However, exploiting 
this potential at high temperatures includes high 
demands on the characterization of  the piezoe-
lectric properties of  these materials.

Laser Doppler vibrometry (LDV) promises to 
meet these requirements. It allows the piezoe-
lectric coef f icient and the displacement due to 
excitation to be measured independently of  the 
temperature of  the material. The measurement 
is contact-f ree and allows the material to vibrate 
almost completely f reely.

Objective
The following work tests the functionality of  this  
method by examining the piezoelectric proper-
ties of  LT at dif ferent temperatures up to
400 °C. Later LDV shall be applied to similar 
materials such as the aforementioned LN and 
lithium niobate-tantalate solid solutions.

For this, LDV measurements of  the displace-
ment due to excitation are examined and the 
piezoelectric coef f icient is determined by these.

State of the Art – Measurements of the Pie-
zoelectric Coefficient of Lithium Tantalate
There have already been several studies on the 
piezoelectric coef f icient d33 of  LT showing a 
broad range f rom 5.7–23.4 pm/V. A detailed list 
of  these is provided in [3].

Most of  these measurements were indirect: 
dxy was calculated f rom measurements of  the 
resonance and antiresonance f requency of  the 
material in conjunction with other material con-
stants, meaning that unknown inf luences may 
involuntarily been taken into account.

There are also a few direct measurements us-
ing piezoelectric d33 meters or piezoelectric 
force microscopy. The most comparable meas-
urement to this work was performed using an 
optical heterodyne interferometer. In this case, 
however, there was no f reely oscillating sample, 
but one that was f irmly attached to a surface,
requiring the use of  a correction term to deter-
mine correct piezoelectric coef f icients.

Laser Doppler Vibrometry
Z-oriented LT single crystalline discs (Preci-
sion Micro Optics, USA, thickness: 523 µm,
diameter: 10 mm) are coated symmetrically with 
circular Pt electrodes (7 mm) by mesh printing 
and positioned in a furnace so that the whole 
electrode area oscillates f reely.

A laser beam (λ = 532 nm) is directed at the
electrode surface, ref lected and then directed 
into the detector together with the reference 
beam. The detector signal, i.e. the phase shif t 
of  the laser beams, is forwarded to the decoder 
(OFV-5000, Polytec, Germany), which in turn 
forwards the measurement results to an oscillo-
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Introduction and Motivation
Piezoelectric materials are the basis of numer-
ous applications, especially in sensor and actu-
ator technology. Such applications require pre-
cise characterization of  the piezoelectric proper-
ties of  the materials used, even under demand-
ing conditions.

Lithium tantalate (LiTaO3, LT) is one such case:
it has already proven to be a very good piezoe-
lectric sensor material in acoustic sensor tech-
nology. In form of  a solid solution with lithium
niobate (LN), it is expected to be usable at ele-
vated temperatures above 600 °C [1]. Conse-
quently, these materials are of  great interest to
research and industry [2]. However, exploiting
this potential at high temperatures includes high 
demands on the characterization of  the piezoe-
lectric properties of  these materials.

Laser Doppler vibrometry (LDV) promises to 
meet these requirements. It allows the piezoe-
lectric coef f icient and the displacement due to
excitation to be measured independently of the 
temperature of the material. The measurement
is contact-f ree and allows the material to vibrate
almost completely f reely.

Objective
The following work tests the functionality of this
method by examining the piezoelectric proper-
ties of LT at dif ferent temperatures up to
400 °C. Later LDV shall be applied to similar
materials such as the aforementioned LN and
lithium niobate-tantalate solid solutions.

For this, LDV measurements of  the displace-
ment due to excitation are examined and the 
piezoelectric coef f icient is determined by these.

State of the Art – Measurements of the Pie-
zoelectric Coefficient of Lithium Tantalate
There have already been several studies on the 
piezoelectric coef f icient d33 of LT showing a 
broad range f rom 5.7–23.4 pm/V. A detailed list
of  these is provided in [3].

Most of  these measurements were indirect:
dxy was calculated from measurements of  the 
resonance and antiresonance f requency of the 
material in conjunction with other material con-
stants, meaning that unknown inf luences may
involuntarily been taken into account.

There are also a few direct measurements us-
ing piezoelectric d33 meters or piezoelectric
force microscopy. The most comparable meas-
urement to this work was performed using an 
optical heterodyne interferometer. In this case,
however, there was no freely oscillating sample,
but one that was f irmly attached to a surface,
requiring the use of  a correction term to deter-
mine correct piezoelectric coef f icients.

Laser Doppler Vibrometry
Z-oriented LT single crystalline discs (Preci-
sion Micro Optics, USA, thickness: 523 µm,
diameter: 10 mm) are coated symmetrically with
circular Pt electrodes (7 mm) by mesh printing
and positioned in a furnace so that the whole 
electrode area oscillates f reely.

A laser beam (λ = 532 nm) is directed at the
electrode surface, ref lected and then directed
into the detector together with the reference 
beam. The detector signal, i.e. the phase shif t
of  the laser beams, is forwarded to the decoder
(OFV-5000, Polytec, Germany), which in turn 
forwards the measurement results to an oscillo-

scope (PicoScope 4824A, Pico Technology, 
UK), which also measures the excitation volt-
age. Details to the LDV setup used in this work 
are given in [3] and [4]. 

The LDV decoder translates this interference 
pattern into a time-resolved voltage signal that 
is converted into a f requency-resolved voltage 
signal using a fast Fourier transformation (FFT). 
The maximum displacement can then be de-
termined f rom this [5] and is proportional to the 
measured displacement on the examined sur-
face Δs in measuring direction (here: Z).  

In the static case, i.e. far away f rom the reso-
nance f requency, the piezoelectric coef f icient 
d33 can be calculated by the quotient of  dis-
placement Δs and excitation voltage Uexc (peak-
to-peak). This relation applies if , as here, me-
chanical / piezoelectric displacement and elec-
trical excitation both point in the same direction. 

An excitation voltage of  10 Vpp is used. At each 
temperature, the electrode surface is scanned 
using LDV. Two linescans (top-to-bottom and 
lef t-to-right) with equidistant 13 points each are 
performed. Five measured values per measur-
ing point are averaged. The respective mean 
values of  the displacements at all of  these 
points are then used to calculate d33. 

Results and Discussion 
The determined displacements are in the range 
of  several ten to a few hundred pm and still 
exhibit a signal-to-noise ratio of  at least better 
than 5, mostly being in the range of  10 to 20. 

Figure 1 shows the individual piezoelectric coef-
f icients distributed over the surface of  the sam-
ple. As predicted by theory, the displacement 
should be homogeneous over the entire surface 
and have no signif icant minima or maxima. The 
fact that this is conf irmed in the experimental 
data verif ies the approach in such a way that it 
does not inf luence the vibration behavior. The 
complete displacement without mechanical 
disturbances and, thus, the correct undisturbed 
piezoelectric coef f icient can be determined. 

The mean values of  d33 for each temperature 
are displayed in Figure 2. There is a slight in-
crease in d33 over temperature, however, being 
small in relation to the statistical deviation.  
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Fig. 1. Distribution and average of the piezoelectric 
coefficient d33 over the electrode surface in vertical 
and horizontal measuring direction at 200 °C. 
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Fig. 2. Average values of d33 over the temperature. 
The errors correspond to the standard deviation of 
the spatial distribution (see Fig. 1). 

Conclusions 
The LDV is very well suited to measure the 
displacements of  vibrating piezoelectric crys-
tals. Displacements in the two-digit picometer 
range are possible to detect. The measurement 
can be carried out over the entire surface of  the 
crystal in order to create a surface prof ile. The 
holder setup used allows the measurement of  
f ree vibrations. It is worth mentioning that LDV 
has no upper limit to the working temperature. 
The limiting factor here is the furnace used. 

For LT piezoelectric coef f icients d33 of  (12.67 ± 
1.75) pm/V are determined. There are no clear-
ly recognizable trends regarding the course of  
the piezoelectric excitation over the surface. 
The piezoelectric coef f icients also do not ap-
pear to follow a recognizable trend over the 
temperature. 
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Motivation
In the interest of sustainable and cost-efficient
processes the development of non-destructive
testing (NDT) methods are a central aspect of
contemporary research. Methods based on ul-
trasonic elastic waves are prevalent in this field,
requiring specialised transducers for the excita-
tion. Design goals for the detecting transducer
are e.g. high sensitivity and a high bandwidth.
This high bandwidth is especially important for
material characterisation methods, as applied
and developed by the authors [1]. While high
temporal bandwidth can be achieved at the ex-
pense of the sensitivity in traditional, bulk piezo-
electric transducers, high spatial bandwidth can
only be reached by decreasing the sensors ac-
tive area. The authors employ a specialised
transducer based on an oblong, cuboid piezo-
ceramic [2] to detect guided elastic waves to a
high wavenumber or spatial frequency. These
transducers are not commercially available and
build in a manual process, which is incompati-
ble with standard manufacturing techniques. To
be able to deploy the aforementioned material
characterisation methods in e.g. industrial appli-
cations an alternative to this custom build detec-
tion method, the performance of a piezoelectric
micromachined ultrasonic transducer (PMUT) [3]
is evaluated. To assess the bandwidth of the
PMUT, broadband guided elastic waves in an
aluminium plate are used as a benchmark.

Experimental setup
Ultrasonic guided waves are excited in an alu-
minium plate utilising ultraviolet pulsed laser ra-
diation focused via a cylindrical lens onto a thin
line (≈ 0.1mm) on the surface of the speci-
men [2]. Due to a sufficiently low optical energy
density the radiation results in a purely thermoe-
lastical excitation without damaging the sample.
A measurement routine is performed by moving
the line of excitation in equidistant steps (e.g.
∆z = 0.1mm) along the plate and recording
a signal at each step with the transducer cou-
pled to the specimen. The resulting data ma-
trix contains information in space-time-domain.

a) Cross-section

SMB-connector
Damping mass
Stainless steel
Routing
Piezoceramic
Active surface

wcer

tcer

b) Bottom view

wcer

lcer

Fig. 1: Schematic of the piezoelectric transducer for
the detection of broadband acoustic plate waves.

By applying a two-dimensional Fourier trans-
form the data is transferred to the wavenumber-
frequency-domain [4]. A depiction of the abso-
lute value of the transformed measurement data
shows detected propagating waves as ridges.
The spatial and temporal bandwidth of the re-
spective transducer can be assessed in these
depictions by the range in which ridges are ob-
served.

Piezoelectric transducers
For the purpose of detecting of propagating
waves in the plate-like specimens with the mea-
surement setup a piezoelectric transducer is de-
signed (Figure 1). The active element is a strip-
shaped piezoceramic (PIC255, PI Ceramic) with
dimension wcer = 1mm, tcer = 0.5mm, and
lcer = 12mm. A sufficient amount of damping
mass inside the transducer enclosure enables a
reliable detection of broadband acoustic waves.
Due to the laser radiation being focused onto a
thin line and the strip-shaped piezoceramic exci-
tation and detection are adequately matched.

The universal piezoelectric micromachined ul-
trasonic transducer (PMUT) used in this study
comprises a number miniaturised sensors with
an adaptive channel and chip size. For the elec-
tromechanical transducers a piezoelectric thin
film AlN on a silicon oxide membrane and its nec-
essary electrical components are used [3]. The
universal PMUT technology is a patent pending
technology, aiming a fast and resource-friendly
production of application adapted sensors with-
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testing (NDT) methods are a central aspect of
contemporary research. Methods based on ul-
trasonic elastic waves are prevalent in this field,
requiring specialised transducers for the excita-
tion. Design goals for the detecting transducer
are e.g. high sensitivity and a high bandwidth.
This high bandwidth is especially important for
material characterisation methods, as applied
and developed by the authors [1]. While high
temporal bandwidth can be achieved at the ex-
pense of the sensitivity in traditional, bulk piezo-
electric transducers, high spatial bandwidth can
only be reached by decreasing the sensors ac-
tive area. The authors employ a specialised
transducer based on an oblong, cuboid piezo-
ceramic [2] to detect guided elastic waves to a
high wavenumber or spatial frequency. These
transducers are not commercially available and
build in a manual process, which is incompati-
ble with standard manufacturing techniques. To
be able to deploy the aforementioned material
characterisation methods in e.g. industrial appli-
cations an alternative to this custom build detec-
tion method, the performance of a piezoelectric
micromachined ultrasonic transducer (PMUT) [3]
is evaluated. To assess the bandwidth of the
PMUT, broadband guided elastic waves in an
aluminium plate are used as a benchmark.

Experimental setup
Ultrasonic guided waves are excited in an alu-
minium plate utilising ultraviolet pulsed laser ra-
diation focused via a cylindrical lens onto a thin
line (≈ 0.1mm) on the surface of the speci-
men [2]. Due to a sufficiently low optical energy
density the radiation results in a purely thermoe-
lastical excitation without damaging the sample.
A measurement routine is performed by moving
the line of excitation in equidistant steps (e.g.
∆z = 0.1mm) along the plate and recording
a signal at each step with the transducer cou-
pled to the specimen. The resulting data ma-
trix contains information in space-time-domain.
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Fig. 1: Schematic of the piezoelectric transducer for
the detection of broadband acoustic plate waves.

By applying a two-dimensional Fourier trans-
form the data is transferred to the wavenumber-
frequency-domain [4]. A depiction of the abso-
lute value of the transformed measurement data
shows detected propagating waves as ridges.
The spatial and temporal bandwidth of the re-
spective transducer can be assessed in these
depictions by the range in which ridges are ob-
served.

Piezoelectric transducers
For the purpose of detecting of propagating
waves in the plate-like specimens with the mea-
surement setup a piezoelectric transducer is de-
signed (Figure 1). The active element is a strip-
shaped piezoceramic (PIC255, PI Ceramic) with
dimension wcer = 1mm, tcer = 0.5mm, and
lcer = 12mm. A sufficient amount of damping
mass inside the transducer enclosure enables a
reliable detection of broadband acoustic waves.
Due to the laser radiation being focused onto a
thin line and the strip-shaped piezoceramic exci-
tation and detection are adequately matched.

The universal piezoelectric micromachined ul-
trasonic transducer (PMUT) used in this study
comprises a number miniaturised sensors with
an adaptive channel and chip size. For the elec-
tromechanical transducers a piezoelectric thin
film AlN on a silicon oxide membrane and its nec-
essary electrical components are used [3]. The
universal PMUT technology is a patent pending
technology, aiming a fast and resource-friendly
production of application adapted sensors with-

Fig. 2: PMUT with a membrane diameter of 100 µm
and a linear wire bonding on a printed circuit board.

out the setup cost for an application specific de-
sign and wafer run [5]. The design of the acoustic
channels and chip size is based on piezoelec-
tric transducer on a silicon wafer substrate di-
vided into 1mmx1mm unit cells. Each of these
unit cells contains the miniaturised membranes
(50 µm to 200 µm) with piezoelectric aluminium ni-
tride as electromechanical transducer. Using an
automatic wire bonding process those unit-cells
can be electrically connected to create the de-
sired geometry of the active elements of the fi-
nal sensor (see Figure 2). This procedure en-
ables the manufacturing of multichannel sensors
from one wafer substrate with individual channel
geometries. [5] For this investigation one single
channel with a geometry of 1mmx10mm and a
membrane diameter of 100 µm resulting a center
frequency of 2MHz is used.

Experimental comparison
Figure 3 depicts a direct comparison of a mea-
surement based dispersion diagram obtain with
the piezoceramic transducer and the PMUT.
Both measurements are recorded using the
same 2mm thick aluminium plate and as well
as the same process parameter and data pro-
cessing algorithms. The depiction shows that
both sensors have a sufficiently high sensitivity
and therefore their measurement data provides
clearly visible and distinguishable mode curves.
The measurement using the traditional piezo-
electric sensor contains modes up to 16MHz and
30 radmm−1, indicating that modes at least up to
this frequency range are present in the speci-
men. The PMUT under consideration provides
interpretable data up to 10MHz and 20 radmm−1

with reduced background noise.

Conclusion
The evaluation of a specially configured, uni-
versal piezoceramic micromachined ultrasonic
transducer (PMUT) for the detection of elas-
tic waves shows adequate spatial and temporal
bandwidth. Given the fact that the PMUT ex-
amined in this work is not specifically build for
this purpose, the test in the proposed applica-
tion can be considered successful. Adapting the
design of the PMUT to the task at hand, e.g. by
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Fig. 3: Comparison of measured dispersion diagram
of a 2mm aluminium sample using the piezoceramic
based transducer and the PMUT as the detecting
sensor.

adjusting the arrangement of the membranes, in-
creasing the fill factor, using inner and outer elec-
trodes and increasing the nominal resonant fre-
quency, or using piezoelectric transducers with
high piezoelectric coefficients and low permittiv-
ity such as AlScN, is expected to improve the re-
sults presented.
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Introduction 
Piezoelectric micromachined ultrasonic trans-
ducers (PMUT) elements, designed in SOI 
technologies in form of circular-shaped device-
layer silicon resonator membranes, most often 
use circular or ring-shaped piezo-electrodes [1], 
[2]. However, an exact set of material layers 
constituting the piezo-electrode stack, their 
mechanical properties, thicknesses, limitations 
of patterning individual layers etc. may intro-
duce mechanical clamping or residual stress, 
causing a loss of sensitivity, or unwanted reso-
nant frequency shifts [3, 4]. Therefore, it is nec-
essary to specifically tailor the geometry, sizes, 
and alignment of individual thin-film piezo-
electrode stack layers for a specific technologi-
cal process. In this paper we do this by para-
metrizing circular, and ring piezo-electrodes 
geometries for PMUT membranes designed 
around 1 MHz in PiezoMUMPS process [5]. 

Methodology 
In PiezoMUMPs (Fig. 1, left), a 10 µm P-doped 
silicon acting simultaneously as a structural 
device-layer defining PMUT membrane thick-
ness, and as a relatively resistive bottom elec-
trode. The piezo-electrode stack consists of AlN 
as a piezoelectric material, and a relatively thick 
1 µm top metal electrode. 

Modal response, and harmonic receive sensitiv-
ity (resonant frequency, displacement, piezo-
voltage) of a PMUT were simulated by a har-
monic coupled-physics FEM model (COMSOL), 
exploring the design-space of parametrized 

geometry elements (Fig. 1, right): membrane 
radius rm, horizontal ring electrode thickness rt, 
and position of the electrode’s outer edge with 
respect to membrane. For each rm, the design 
goal was to identify rt, re, maximizing piezo-
voltage, while minimizing relative frequency-
shift Δf [%] and change in displacement Δd [%], 
compared to a referent PMUT design with a 
completely covered circular electrode aligned to 
the membrane edge (rt = rm, re = 0, Fig. 1, left). 
PMUT samples were microfabricated, and pre-
liminary characterized by electrical impedance 
(Agilent), laser-doppler vibrometry (SmarAct), 
compensated for differences in membrane radi-
us rm due to back-side DRIE blowout. 

Fig 1. PiezoMUMPs technological cross-section 
(left), designed PMUT devices (right). 

Experimental results 
Compared to a fully covered membrane, fre-
quency-shift can be minimized (Fig. 2, white 
iso-surface Δf = 0%) by designing thin ring-
electrodes surpassing the membrane edge (re > 
0, rt << rm,), with an optimal rt changing more 
linearly starting from at least re > 15 µm. With 
smaller rt resulting in lower Δd, Δd < -2% can 

rm 

rt re>0 
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Introduction 
Piezoelectric micromachined ultrasonic trans-
ducers (PMUT) elements, designed in SOI
technologies in form of circular-shaped device-
layer silicon resonator membranes, most often
use circular or ring-shaped piezo-electrodes [1],
[2]. However, an exact set of material layers
constituting the piezo-electrode stack, their
mechanical properties, thicknesses, limitations 
of patterning individual layers etc. may intro-
duce mechanical clamping or residual stress,
causing a loss of sensitivity, or unwanted reso-
nant frequency shifts [3, 4]. Therefore, it is nec-
essary to specifically tailor the geometry, sizes,
and alignment of individual thin-film piezo-
electrode stack layers for a specific technologi-
cal process. In this paper we do this by para-
metrizing circular, and ring piezo-electrodes 
geometries for PMUT membranes designed 
around 1 MHz in PiezoMUMPS process [5]. 

Methodology
In PiezoMUMPs (Fig. 1, left), a 10 µm P-doped
silicon acting simultaneously as a structural
device-layer defining PMUT membrane thick-
ness, and as a relatively resistive bottom elec-
trode. The piezo-electrode stack consists of AlN 
as a piezoelectric material, and a relatively thick 
1 µm top metal electrode.

Modal response, and harmonic receive sensitiv-
ity (resonant frequency, displacement, piezo-
voltage) of a PMUT were simulated by a har-
monic coupled-physics FEM model (COMSOL), 
exploring the design-space of parametrized

geometry elements (Fig. 1, right): membrane
radius rm, horizontal ring electrode thickness rt, 
and position of the electrode’s outer edge with
respect to membrane. For each rm, the design 
goal was to identify rt, re, maximizing piezo-
voltage, while minimizing relative frequency-
shift Δf [%] and change in displacement Δd [%],
compared to a referent PMUT design with a
completely covered circular electrode aligned to
the membrane edge (rt = rm, re = 0, Fig. 1, left). 
PMUT samples were microfabricated, and pre-
liminary characterized by electrical impedance
(Agilent), laser-doppler vibrometry (SmarAct),
compensated for differences in membrane radi-
us rm due to back-side DRIE blowout.

Fig 1. PiezoMUMPs technological cross-section
(left), designed PMUT devices (right).

Experimental results 
Compared to a fully covered membrane, fre-
quency-shift can be minimized (Fig. 2, white
iso-surface Δf = 0%) by designing thin ring-
electrodes surpassing the membrane edge (re > 
0, rt << rm,), with an optimal rt changing more 
linearly starting from at least re > 15 µm. With
smaller rt resulting in lower Δd, Δd < -2% can 

B.11 Micro- and nanosystems

rm

rtre>0

be expected in the region of intersection with 
the Δf = 0% iso-surface (Fig. 3, orange arrow). 
Voltage obtained at this intersection is maxim-
ized for re = 15 µm (Fig. 4, orange arrows). Op-
timal ring thickness rt scales linearly with mem-
brane radius rm. If maintaining Δf = 0 is not rele-
vant, Fig. 5 (orange arrows) confirms the pres-
ence of an additional piezo-voltage maximum, 
obtained for a thick ring-electrode, placed inside 
the membrane (re < 0) around the second point 
of maximal stress gradient, closer to its center. 
These findings were preliminarily confirmed by 
vibrometry (Fig. 6). 

Fig. 2, Minimal change in resonant frequency Δf. 

Fig. 3, Minimal change of displacement Δd, FEM. 

Fig. 4. Piezo-voltage for minimal Δf and Δd, FEM. 

Fig. 5. Piezo-voltage, for fixed rm = 200 µm, FEM. 

Fig. 6. Measured displacement, vibrometry. 

Conclusion 
An optimal placement and ring-thickness was 
derived for thin ring piezo-electrodes at the 
PMUT membrane edge, while minimizing the 
changes between the designed and obtained 
resonant frequency. More experimental work is 
planned to validate the FEM findings. 
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SUMMARY 
Acoustic trapping is increasingly recognized as an effective and gentle non-contact method for manipu-
lating cells and particles within microfluidic systems, which is crucial for advancing research in drug 
development and medical treatments. A critical factor in the successful assembly of an acoustic trapping 
system is the design of the acoustic resonator, which must ensure the alignment of the resonance fre-
quency between the piezoelectric element and the fluid-filled cavities. This paper focuses on character-
izing piezo electrical damping effects essential for optimizing and advancing the acoustophoretic mi-
crosystem.  
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BACKGROUND 
Acoustic trapping, also known as acoustic twee-
zers, represents a promising technique in bio-
medical engineering, enabling various functions 
such as capturing, separation, filtration, and ag-
glomeration of cells [1]. Utilizing this technology, 
a measurement setup and a prototype (Figure 1) 
have been developed [2–4]. A crucial prerequi-

site for the propagation of Bulk Acoustic Waves 
(BAW) in both, the solid and the fluidic parts is 
the design and the positioning of the piezoelec-
tric actuator. In acoustic trapping, the two phe-
nomena decisive for successful operation are 
the acoustic radiation force (ARF) and the 
acoustic-streaming-induced drag force (ASF). 
The ARF is generated by pressure nodes and 
antinodes of standing acoustic waves, while the 
ASF results from the nonlinear attenuation of a 

propagating acoustic wave in a viscous medium. 
These forces are primarily determined by the 
acoustic resonator in combination with the gen-
erated BAWs and must be strong enough to 
counteract the velocity of the liquid medium. In 
this context, the impedance of the piezo and the 
deflection play a pivotal role. Preliminary studies 
revealed a zero-pressure node within the cavity 
at around 2 MHz, and the cell trapping conditions 
have been empirically met by sweeping the ac-
tuation frequency at the piezo within a certain 
range since neither the frequency characteristics 
nor the damping of the piezo material have been 
known precisely enough. However, operating 
the piezo at the dedicated and optimized operat-
ing frequency would be more energy-efficient 
and reduce system heating, which is particularly 
important if the device is extended to an exten-
sive array system and/or applied in long-term 
studies like tumor cell interaction. Developing a 
second generation of cell trapping devices, spe-
cifically in an array configuration for paralleliza-
tion of cell investigations and, hence, geometry 
and size changes in the system, necessitates 
dedicated characterization of the applied piezo 
element to ensure efficient wave transmission.  

RESULTS 
In the first step, the unmounted piezoelectric ac-
tuator was excited by applying a voltage 
(Vpp= 10 V), with the system being in a vacuum 
and at a constant temperature, and its imped-
ance was simulated and measured (Figure 1). In 
the second step, we introduced damping by ap-
plying an isotropic loss factor from the COMSOL 
material database. In theory, the minimum im-
pedance of the piezo (Figure 2) occurs at the 
same frequency as the maximum deflection of 

Figure 1: Side view of a spherical resonance cav-
ity used for acoustophoresis:  a piezoelectric trans-
ducer actuates the entire chip (70mm x 10mm x 
1mm), and generates a standing wave (BAW) fo-
cusing particles in the centre of the chamber (p = 
0; f= around 2 MHz) due to the acoustic radiation 
force.  
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lating cells and particles within microfluidic systems, which is crucial for advancing research in drug
development and medical treatments. A critical factor in the successful assembly of an acoustic trapping
system is the design of the acoustic resonator, which must ensure the alignment of the resonance fre-
quency between the piezoelectric element and the fluid-filled cavities. This paper focuses on character-
izing piezo electrical damping effects essential for optimizing and advancing the acoustophoretic mi-
crosystem. 
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BACKGROUND
Acoustic trapping, also known as acoustic twee-
zers, represents a promising technique in bio-
medical engineering, enabling various functions
such as capturing, separation, filtration, and ag-
glomeration of cells [1]. Utilizing this technology,
a measurement setup and a prototype (Figure 1)
have been developed [2–4]. A crucial prerequi-

site for the propagation of Bulk Acoustic Waves
(BAW) in both, the solid and the fluidic parts is
the design and the positioning of the piezoelec-
tric actuator. In acoustic trapping, the two phe-
nomena decisive for successful operation are 
the acoustic radiation force (ARF) and the 
acoustic-streaming-induced drag force (ASF). 
The ARF is generated by pressure nodes and
antinodes of standing acoustic waves, while the
ASF results from the nonlinear attenuation of a 

propagating acoustic wave in a viscous medium.
These forces are primarily determined by the 
acoustic resonator in combination with the gen-
erated BAWs and must be strong enough to 
counteract the velocity of the liquid medium. In 
this context, the impedance of the piezo and the 
deflection play a pivotal role. Preliminary studies
revealed a zero-pressure node within the cavity
at around 2 MHz, and the cell trapping conditions
have been empirically met by sweeping the ac-
tuation frequency at the piezo within a certain
range since neither the frequency characteristics
nor the damping of the piezo material have been
known precisely enough. However, operating
the piezo at the dedicated and optimized operat-
ing frequency would be more energy-efficient 
and reduce system heating, which is particularly 
important if the device is extended to an exten-
sive array system and/or applied in long-term
studies like tumor cell interaction. Developing a 
second generation of cell trapping devices, spe-
cifically in an array configuration for paralleliza-
tion of cell investigations and, hence, geometry
and size changes in the system, necessitates
dedicated characterization of the applied piezo
element to ensure efficient wave transmission. 

RESULTS
In the first step, the unmounted piezoelectric ac-
tuator was excited by applying a voltage
(Vpp= 10 V), with the system being in a vacuum
and at a constant temperature, and its imped-
ance was simulated and measured (Figure 1). In 
the second step, we introduced damping by ap-
plying an isotropic loss factor from the COMSOL 
material database. In theory, the minimum im-
pedance of the piezo (Figure 2) occurs at the
same frequency as the maximum deflection of

Figure 1: Side view of a spherical resonance cav-
ity used for acoustophoresis:  a piezoelectric trans-
ducer actuates the entire chip (70mm x 10mm x
1mm), and generates a standing wave (BAW) fo-
cusing particles in the centre of the chamber (p =
0; f= around 2 MHz) due to the acoustic radiation
force.

the piezo (Figure 3 (A)) shows that this is not the 
case when damping is considered. The maxi-
mum amplitude of the piezo is shifted to lower 
frequencies (110 kHz), and the maximum deflec-
tion decreases by a factor of 150. Next, we addi-
tionally took into account the gluing process 
(see Figure 3 (B)). As a result, the maximum im-
pedance is shifted again to lower frequencies 
(blue), and the deflection decreases by 11% of 
the original deflection (red). Laservibrometer 
measurements show the most significant deflec-
tion at 6 kHz and 110 kHz for both the freely vi-
brating and glued disc, which compares well with 
the simulations.  

CONCLUSION AND OUTLOOK 
We characterized a piezoelectric actuator used 
in acoustophoretic devices for cell trapping by 
simulations and measurement to quantify the im-
pact of material damping and of the glue used for 
mounting on the impedance of the piezo and the 
displacement induced by it. Both parameters are 
crucial for the design of the chips to get an opti-
mized energy transfer and ensure frequency 
matching. It revealed that considering material 
damping, the maximum deflection is shifted to 
lower frequencies and – in contrast to theoretical 
expectations – does not coincide with the mini-
mum impedance. Measurements by a Laservi-
brometer confirmed this trend. The outcome of 
this study will go into the design of more ad-
vanced cell trapping devices, e.g., the parallel-
ization of cell investigations in arrays or the mix-
ing of different liquid media. 
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Figure 3: (A) Average deflection of a freely vibrating transducer (PZ26) over frequency (𝑉𝑉𝑝𝑝𝑝𝑝= 10 V) without (grey) 
and with isotropic loss factor (red). The y-axis is limited to 0.5 µm for visualization, with the yellow background 
highlighting the zoomed-in region, where only the damping component is plotted. (B) Comparison of the average 
deflection of a freely vibrating transducer (red), fixed transducer on a glass slide (orange) and a transducer glued 
(dglue=2µm) on a glass slide. 

Figure 2: (Top) Frequency-dependent impedance 
of a piezo element (Pz26) with a radius of 10 mm 
x 1mm. The minimum is located at 𝒇𝒇𝒎𝒎𝒎𝒎𝒎𝒎=2068 kHz. 
(Bottom) Modeshapes of the piezo at f= 1 kHz, 
100 kHz, 868 kHz and 2068 kHz (from left to right). 
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Motivation
Over the last decade, there has been an in-
creasing development of biosensing applications 
using resonant vibrating bulk piezo devices, 
such as aluminum nitride, due to its excellent 
sensitivity and fast response [1]. The change in 
resonant frequency can be easily detected and 
is sensitive down to concentrations of <0.1 ng of 
molecules of interest. While standard resonators 
with vertical c-axis orientation suffer from signifi-
cant attenuation in liquid, shear mode oscillators 
are advantageous.

We present the development of a magnetron 
sputtering process for the growth of polycrystal-
line aluminum nitride films with a defined ori-
ented, tilted c-axis of the AlN grains. The high-
vacuum tool employs an in-line principle with 
quasi-continuous substrate movement during 
deposition (Figure 1). Multiple wafers can be 
placed face down on a carrier tray as they move 
over the linear magnetron sputter sources.

Fig. 1. Schematic illustration of the main components 
of the inline sputter tool scia Magna 200 Inline with 

bulk and seed station (left) and load-lock (right), car-
rier tray for 4 wafers.

Simulation
A particle-in-cell (PIC) simulation was used to 
define specific components and arrangements, 
in particular the tilt and orientation of the magne-
tron at the so-called seed sputtering station. At 
this position, a particle flux extracted from the 
sputter source with a wide angular distribution is 
parallelized by means of a collimator. The cell 

size and mechanical dimensions of the collima-
tor are varied in order to achieve the highest flux 
at the substrate position while maintaining a well-
defined growth of tilted grains with a small angu-
lar spread. Simulation results are presented 
(Figure 2). Nevertheless, the flux of sputtered 
particles through such a collimator is much lower 
than for an unrestricted sputtering arrangement. 
Therefore, the developed tool is equipped with a 
second sputtering station, the so-called bulk sta-
tion, for subsequent fast growth by standard 
magnetron arrangement face to face with the 
substrate, which ensures a much higher rate 
than within the seed station.

Fig. 2. Simulation result for a specific magnetron-
collimator-substrate arrangement

Experimental
The quality of the grown films, in particular the 
crystal grain size and orientation, is investigated 
by XRD measurements such as theta-2-theta 
scans, rocking curves and pole figures. 

We have found that an initial film thickness of 
about one hundred nanometers can be sufficient 
to act as a seed. The "seeded" tilted orientation 
is maintained for a few microns of film growth to 
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Fig. 1. Schematic illustration of the main components
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rier tray for 4 wafers.

Simulation
A particle-in-cell (PIC) simulation was used to 
define specific components and arrangements,
in particular the tilt and orientation of the magne-
tron at the so-called seed sputtering station. At 
this position, a particle flux extracted from the
sputter source with a wide angular distribution is
parallelized by means of a collimator. The cell

size and mechanical dimensions of the collima-
tor are varied in order to achieve the highest flux
at the substrate position while maintaining a well-
defined growth of tilted grains with a small angu-
lar spread. Simulation results are presented 
(Figure 2). Nevertheless, the flux of sputtered
particles through such a collimator is much lower
than for an unrestricted sputtering arrangement. 
Therefore, the developed tool is equipped with a 
second sputtering station, the so-called bulk sta-
tion, for subsequent fast growth by standard 
magnetron arrangement face to face with the
substrate, which ensures a much higher rate 
than within the seed station.

Fig. 2. Simulation result for a specific magnetron-
collimator-substrate arrangement

Experimental
The quality of the grown films, in particular the
crystal grain size and orientation, is investigated 
by XRD measurements such as theta-2-theta 
scans, rocking curves and pole figures. 

We have found that an initial film thickness of
about one hundred nanometers can be sufficient 
to act as a seed. The "seeded" tilted orientation 
is maintained for a few microns of film growth to 

the desired thickness. This two-step approach 
allows the inline processes to be much better co-
ordinated, without the throughput being limited 
by one of the steps. The influence of the initial 
substrate roughness is also known to be an im-
portant parameter for the seed of the tilted 
grains. Angles of tilt of >31° from the substrate 
normal have been achieved (Fig. 3). 

Fig. 3. Pole figure for an AlN film with 31° c-axis tilt 
represented by the (002) reflex 

Outlook 
Future developments will aim at a controlled 
switching of the tilt orientation after a certain film 
thickness as well as a change of the polarisation 
direction of the piezo crystallites.  

References 
[1] G. Wingqvist, J. Bjurström, L. Liljeholm, V. Yant-

chev, I. Katardjiev, Shear mode AlN thin film elec-
tro-acoustic resonant sensor operation in viscous
media, Sensors and Actuactors B 123, 466-473
(2007); doi: 10.1016/j.snb.2006.09.028

DOI 10.5162/SMSI2025/D6.1



SMSI 2025 Conference – Sensor and Measurement Science International 222

Noise in Piezoelectric MEMS: Modeling and Experimental
Characterization

Sina Zare Pakzad1,2 Patrick Egger1 Negin Rahnemai Haghighi1,2 Shareena Muringakodan1,2

Mahdi Mortada1,2 Proloy T. Das1,2 Keith C. Schwab3,4 Ulrich Schmid1 and Michael Schneider1,2

1 Institute of Sensor and Actuator Systems, Gusshausstrasse, 1040, TU Wien, Austria
2 Christian Doppler Laboratory for Piezoelectric Silicon MEMS with Enhanced Sensitivity and

Responsivity, Institute of Sensor and Actuator Systems, Gusshausstrasse, 1040, TU Wien, Austria
3 Kavli Nanoscience Institute and Thomas J. Watson, Sr., Laboratory of Applied Physics, California

Institute of Technology, Pasadena, CA, 91125, USA
4 Institute for Quantum Information and Matter, California Institute of Technology, Pasadena, CA,

91125, USA
michael.schneider@tuwien.ac.at

Summary: This study investigates noise mechanisms in piezoelectric MEMS membranes to identify and minimize
performance limitations. A comprehensive noise model is developed, incorporating experimental measurements
and the amplifier’s noise floor, validated through close agreement with measured noise spectra. The noise is de-
composed into distinct sources, which are identified within the developed model. The findings provide valuable
insights for optimizing MEMS membrane design, enhancing noise performance, and enabling high-precision appli-
cations in sensing and actuation.
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Introduction
Noise refers to unpredictable fluctuations or dis-
turbances in physical quantities that inherently
arise, impacting the performance of a system. In
the context of microelectromechanical systems
(MEMS), noise imposes critical limitations on the
accuracy of sensors and actuators, with noise
sources broadly categorized as either extrinsic
or intrinsic. Piezoelectric MEMS have attracted
considerable attention due to their ability to con-
vert mechanical energy into electrical signals
and vice versa, making them crucial for preci-
sion sensors, actuators, and energy harvesters.
However, their performance is often constrained
by noise, which can obscure weak signals and
degrade measurement accuracy. The multilayer
thin-film structures in piezoelectric MEMS, which
typically include a piezoelectric layer, electrodes,
and additional mechanical or electrical insula-
tion layers, further contribute to noise. Under-
standing and mitigating noise contributions from
these layers, as well as from the piezoelec-
tric origin, is essential for advancing the design
and functionality of such devices, particularly in
the context of recent advancements in micro-
/nanomanufacturing technologies [1].

Materials and Methods
Experimental Setup
The piezoelectric MEMS membrane, character-
ized by high impedance and low signal output,
necessitates a low-noise signal conditioning cir-
cuit before interfacing with the data acquisition
system. The experimental setup, illustrated in
Fig. 1, incorporates a low-noise voltage amplifier
to enhance the membrane’s signal, given its ca-
pacitance in the range of hundreds of Picofarads

(pF). The setup spans two dedicated rooms: a
measurement room housing data control and en-
vironmental monitoring equipment, and a Fara-
day room designed for noise characterization
under room-temperature conditions. Pressure
and temperature sensors are employed to en-
sure stable environmental parameters, which are
critical for consistent data collection. The low-
noise amplifier (Sierra Amps., SA1) connects
the MEMS membrane to a multifrequency lock-
in amplifier (MLA-3) for data acquisition. In-
side the Faraday room, the MEMS membrane,
mounted on a custom PCB, undergoes visual in-
spection before measurements. SMA connec-
tors and coaxial cables are used to maintain sig-
nal integrity within the vacuum chamber hosting
the membrane. Temperature and pressure sen-
sors continuously monitor the vacuum chamber
to ensure stability during measurements. The
low-noise amplifier, with an ultra-low noise floor
of 300 pV/

√
Hz, interfaces the MEMS device out-

put with the data acquisition unit. The MEMS
membrane under investigation is fabricated us-
ing a silicon-on-insulator wafer with a 500 nm
buried oxide layer and a 2 µm device layer. The
fabrication process includes the deposition of
a 330 nm oxynitride insulation layer, patterning
of Cr/Au electrodes (50/200 nm), sputtering of
a 400 nm AlN piezoelectric layer, and subse-
quent etching steps to release the membranes.
The chips are then diced, bonded to a PCB,
and each chip hosts multiple piezoelectric mem-
branes dedicated to noise measurements.

Noise Modeling
Noise in piezoelectric MEMS membranes origi-
nates from various sources that significantly in-
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tric origin, is essential for advancing the design
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ized by high impedance and low signal output,
necessitates a low-noise signal conditioning cir-
cuit before interfacing with the data acquisition
system. The experimental setup, illustrated in
Fig. 1, incorporates a low-noise voltage amplifier
to enhance the membrane’s signal, given its ca-
pacitance in the range of hundreds of Picofarads

(pF). The setup spans two dedicated rooms: a
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day room designed for noise characterization
under room-temperature conditions. Pressure
and temperature sensors are employed to en-
sure stable environmental parameters, which are
critical for consistent data collection. The low-
noise amplifier (Sierra Amps., SA1) connects
the MEMS membrane to a multifrequency lock-
in amplifier (MLA-3) for data acquisition. In-
side the Faraday room, the MEMS membrane,
mounted on a custom PCB, undergoes visual in-
spection before measurements. SMA connec-
tors and coaxial cables are used to maintain sig-
nal integrity within the vacuum chamber hosting
the membrane. Temperature and pressure sen-
sors continuously monitor the vacuum chamber
to ensure stability during measurements. The
low-noise amplifier, with an ultra-low noise floor
of 300 pV/
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Hz, interfaces the MEMS device out-

put with the data acquisition unit. The MEMS
membrane under investigation is fabricated us-
ing a silicon-on-insulator wafer with a 500 nm
buried oxide layer and a 2 µm device layer. The
fabrication process includes the deposition of
a 330 nm oxynitride insulation layer, patterning
of Cr/Au electrodes (50/200 nm), sputtering of
a 400 nm AlN piezoelectric layer, and subse-
quent etching steps to release the membranes.
The chips are then diced, bonded to a PCB,
and each chip hosts multiple piezoelectric mem-
branes dedicated to noise measurements.

Noise Modeling
Noise in piezoelectric MEMS membranes origi-
nates from various sources that significantly in-

Fig. 1: Experimental setup for noise measurements of
piezoelectric membranes, featuring a low-noise
voltage amplifier for signal amplification, and a data
acquisition system for noise characterization and
spectral analysis.

fluence system performance. These sources
are broadly classified as intrinsic noise, aris-
ing from the piezoelectric material, and extrin-
sic noise, introduced by the measurement and
amplification setup. Thermal noise, also known
as Johnson-Nyquist noise, is a fundamental con-
tributor linked to the impedance characteristics
of the piezoelectric membrane. This noise re-
sults from the random thermal motion of charge
carriers within the material and depends on fac-
tors such as temperature, material properties,
and operating frequency. Beyond thermal noise,
the amplifier contributes noise components, in-
cluding input voltage noise and current noise [2].
The input-referred voltage noise establishes the
baseline noise floor of the measurement system,
while current noise arises from gate leakage and
capacitive coupling effects within the amplifier’s
input stage. Additional noise sources include the
thermal noise of bias and load resistors, which
propagate through the system and contribute to
the total noise voltage at the amplifier’s output.
The interplay among these noise sources, the
impedance of the piezoelectric membrane, and
parasitic elements in the setup collectively deter-
mines the overall noise performance of the sys-
tem. In this context, a model is developed based
on individual noise sources that enables the in-
terpretation of different factors that contribute to
the total noise measured for the piezoelectric
MEMS under investigation here.

Results
The noise spectral density measured at room
temperature is presented in Fig. 2, comparing
the experimental data, the modeled total noise,
and the noise floor of the amplifier. The modeled
noise closely matches the experimental mea-
surements across the frequency range, confirm-
ing the validity of the noise decomposition. At
higher frequencies, the noise approaches the
amplifier’s noise floor, while at lower frequencies,
the measured noise exhibits a characteristic 1/f
behavior. Peaks in the noise spectrum corre-
spond to the structural resonances of the MEMS
membrane, highlighting its vibrational response.
The amplifier maintains a stable gain and noise
characteristic within the frequency range of 1
kHz to 1 MHz, ensuring consistent noise perfor-
mance. This comparison between the model and
experimental data provides valuable insights into
the dominant noise mechanisms and serves as
a foundation for optimizing the membrane design
and minimizing noise in future applications.

Fig. 2: Noise spectral density showing the total
modeled noise compared to the measured noise for
the piezoelectric membrane.
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Summary: 
This paper explores the potential energy modulation of bistable PiezoMEMS membranes via stress tun-
ing. The static deflection of the membrane is tuned by applying DC voltage, while external air pressure 
enables load-deflection measurements for the potential energy analysis. The effect of DC on the mem-
brane is closely related to the membrane's stress and its initial static buckling height. Membranes that 
are already buckled and exhibit bistability demonstrate minimal changes when subjected to DC. In con-
trast, membranes that are buckled but remain monostable exhibit a significant response to DC.  
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Motivation and Objective 
Bistable PiezoMEMS membranes are attractive 
for energy-efficient solutions, featuring two sta-
ble mechanical states [1,2]. However, the ability 
to precisely measure and control the potential 
energy landscape of these structures is a chal-
lenge. Hence investigating the influence of exter-
nal factors like voltage and pressure on these 
membranes opens a new door for enabling tun-
able and adaptive bistable PiezoMEMS sys-
tems. Understanding how these factors interact 
with the membranes’ properties can provide 
deeper insights into optimizing device perfor-
mance and reliability. 
The main objective of this research is to find the 
potential energy landscapes of PiezoMEMS 
membranes and investigate how their potential 
can be modulated by tuning the mechanical 
stress of the membrane by a DC voltage. With 
this approach, we are trying to establish a para-
metric correlation between the applied DC volt-
age and the membrane’s potential landscape 
which helps to provide insights into dynamic 
stress control of bistable PiezoMEMS mem-
branes. This approach is attractive for stress-
modulated applications like varifocal MEMS mir-
rors [3]. 

Methodology 
The silicon PiezoMEMS bistable membranes 
with diameters ranging from 600 to 800 µm and 
a thickness of ~3.43 µm were fabricated accord-
ing to standard MEMS fabrication processes. 
The membrane has a stacked structure with a 
piezoelectric layer sandwiched between top and 
bottom electrode layers. Aluminum nitride (AlN) 

serves as piezoelectric layer whose stress is 
tuned to achieve the compressive stress needed 
to induce membrane buckling. Air pressure (both 
positive and negative) is applied as an external 
force perpendicular to the membrane surface 
(always from below the membrane) to conduct 
load-displacement measurements. Simultane-
ously, a DC voltage is applied to the system. The 
static deformation of the membrane under vary-
ing air pressures and applied voltages is meas-
ured with White Light Interferometry (WLI) (see 
Fig. 1).  

Fig.  1 Schematic of the measurement setup for DC 
voltage-induced parametric potential energy modula-
tion in bistable piezoelectric MEMS membranes. 

The parametrically modulated potential is de-
rived from the load-deflection data correspond-
ing to each applied voltage. To achieve a static 
buckling height (w0>0), the membrane must ex-
hibit compressive residual stress that exceeds 
its characteristic critical stress σc [1] given by eq. 
(1),  

𝜎𝜎𝑐𝑐 = − 4·𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒·𝑡𝑡2

3·𝑅𝑅2·(1−𝜈𝜈𝑒𝑒𝑒𝑒𝑒𝑒2 )    (1) 
where Eeff represents the effective biaxial 
Young’s modulus of the membrane, t is the 
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Summary:
This paper explores the potential energy modulation of bistable PiezoMEMS membranes via stress tun-
ing. The static deflection of the membrane is tuned by applying DC voltage, while external air pressure
enables load-deflection measurements for the potential energy analysis. The effect of DC on the mem-
brane is closely related to the membrane's stress and its initial static buckling height. Membranes that
are already buckled and exhibit bistability demonstrate minimal changes when subjected to DC. In con-
trast, membranes that are buckled but remain monostable exhibit a significant response to DC.
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Motivation and Objective
Bistable PiezoMEMS membranes are attractive
for energy-efficient solutions, featuring two sta-
ble mechanical states [1,2]. However, the ability
to precisely measure and control the potential
energy landscape of these structures is a chal-
lenge. Hence investigating the influence of exter-
nal factors like voltage and pressure on these
membranes opens a new door for enabling tun-
able and adaptive bistable PiezoMEMS sys-
tems. Understanding how these factors interact
with the membranes’ properties can provide
deeper insights into optimizing device perfor-
mance and reliability.
The main objective of this research is to find the
potential energy landscapes of PiezoMEMS
membranes and investigate how their potential
can be modulated by tuning the mechanical
stress of the membrane by a DC voltage. With
this approach, we are trying to establish a para-
metric correlation between the applied DC volt-
age and the membrane’s potential landscape 
which helps to provide insights into dynamic
stress control of bistable PiezoMEMS mem-
branes. This approach is attractive for stress-
modulated applications like varifocal MEMS mir-
rors [3].

Methodology
The silicon PiezoMEMS bistable membranes
with diameters ranging from 600 to 800 µm and 
a thickness of ~3.43 µm were fabricated accord-
ing to standard MEMS fabrication processes. 
The membrane has a stacked structure with a
piezoelectric layer sandwiched between top and
bottom electrode layers. Aluminum nitride (AlN)

serves as piezoelectric layer whose stress is
tuned to achieve the compressive stress needed
to induce membrane buckling. Air pressure (both
positive and negative) is applied as an external
force perpendicular to the membrane surface
(always from below the membrane) to conduct
load-displacement measurements. Simultane-
ously, a DC voltage is applied to the system. The 
static deformation of the membrane under vary-
ing air pressures and applied voltages is meas-
ured with White Light Interferometry (WLI) (see
Fig. 1).

Fig.  1 Schematic of the measurement setup for DC 
voltage-induced parametric potential energy modula-
tion in bistable piezoelectric MEMS membranes.

The parametrically modulated potential is de-
rived from the load-deflection data correspond-
ing to each applied voltage. To achieve a static
buckling height (w0>0), the membrane must ex-
hibit compressive residual stress that exceeds
its characteristic critical stress σc [1] given by eq. 
(1), 

𝜎𝜎𝑐𝑐 = − 4·𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒·𝑡𝑡2

3·𝑅𝑅2·(1−𝜈𝜈𝑒𝑒𝑒𝑒𝑒𝑒2 ) (1)

where Eeff represents the effective biaxial
Young’s modulus of the membrane, t is the

membrane thickness, R denotes the membrane 
radius, and eff is the effective Poisson’s ratio.  

Results 
The stress within the whole wafer varied from the 
center to the edge of the wafer (see Fig. 2. (left)) 
resulting in the maximum static buckling height 
in the edge regions of the wafer (0 ≈ 65 MPa ≈ 
3c), while the minimum was observed at the 
center (0 ≈ 20 MPa ≈ c), (see Fig. 2. (right)), 
marked as regions A, B, and C.  

Fig. 2. Typical representation of stress variation in 
membranes across a wafer (left) and initial static 
buckling height of membranes with respect to its loca-
tion on the wafer (right). 

Experimental findings have shown that the effect 
of DC voltage on piezo membranes is strongly 
correlated with the initial stress and stiffness of 
the membrane. When DC voltage was applied, 
membranes in region A, which experienced min-
imal or no buckling, exhibited a negligible re-
sponse, even when voltages as high as 60 volts 
were applied. This suggests that the voltage in-
duced stress is not sufficient to achieve an effec-
tive membrane stress above 𝜎𝜎𝑐𝑐. On the other 
hand, membranes in region C, which are highly 
buckled and exhibit bistability, also demon-
strated only small changes in their static deflec-
tion (approximately 50 nm for 10 volts). This is 
because their mechanical stiffness has in-
creased due to the buckling, making it more dif-
ficult to further deform the membrane. However, 
membranes in region B, the intermediate stress 
region, which are buckled but can remain only in 
one state, showed significant changes in buck-
ling height when DC voltage was applied, ap-
proximately 500 nm for 10 volts (see Fig. 3 (top)). 
This is because the compressive stress in this 
region is still moderate, and the mechanical stiff-
ness remains within an optimal range, allowing 
the voltage induced stress to effectively induce 
further deformation. These findings also open up 
new possibilities, where selectively adjusting the 
stress can transform a monostable membrane 
into a bistable one or modulate the deflection 
profile for tunable applications.  
The potential energy of these membranes (see 
Fig. 3) was found from load-displacement meas-
urements by applying air pressure steps of 30 
mbar, generating forces that are orders of mag-
nitude higher than those due to the applied DC 
voltage. Therefore, the distinct contribution of 

the DC voltage in the potential curves is "washed 
out" by the dominant air pressure effect. 

Fig. 3 DC Voltage response of a buckled monostable 
membrane from region B (top) and potential land-
scape of a buckled bistable membrane from region C 
(down). 

Even if the membranes exhibited a linear re-
sponse with DC voltage, under combined load-
ing (air pressure + DC), air pressure induces 
larger deflections. But, in addition, their effective 
stiffness values increase and this minimizes the 
distinct contributions of the DC voltage to deflec-
tion and hence, we see minimal or even no 
changes in the potential profiles under DC volt-
age. To address this, membranes capable of 
withstanding higher DC voltages to achieve 
maximal deflection changes, while employing 
finer air pressure steps in the range of 1 mbar 
will help to capture parametric potential modula-
tion accurately. 
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Summary: 
In this study, an Aluminum Nitride (AlN) MEMS device is analyzed and characterized for kineto-electric 
conversion. The device has been designed, fabricated, and tested with the primary goal of being em-
ployed in the field of preventive conservation and conservation of cultural heritage. For this purpose, the 
system is capable of detecting low-frequency vibrations of weak intensity and has the ability to generate 
voltage, enabling kineto-electric conversion without relying on batteries. This feature significantly re-
duces the overall power consumption of the entire sensing system. 
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Overview and Motivation 
The rise of low-power, wireless sensor nodes 
has spurred interest in vibration-based sensors, 
particularly energy-generating devices designed 
to replace or extend battery life. Materials such 
as PVDF, PZT, and AlN are widely used due to 
their ability to convert mechanical stress into 
electricity. AlN stands out for its CMOS compati-
bility, low toxicity, and stability, offering signifi-
cant advantages in miniaturized, energy-efficient 
systems. Despite its lower piezoelectric coeffi-
cient, AlN achieves a competitive Figure of Merit, 
making it suitable for energy harvesting and 
sensing applications [1]. This study advances 
the state of the art by characterizing an AlN 
MEMS vibration-to-electricity transducer. Nota-
bly, the device is capable of generating voltage 
without the need for batteries. It has been spe-
cifically designed for use in conservation and 
preventive conservation within the field of cul-
tural heritage. This application is critical for mon-
itoring vibrations in compliance with regulations 
[2] or detecting mechanical shocks to protect or
evaluate artifacts of historical and artistic signifi-
cance. The results highlight the potential of the
proposed MEMS for low-power, long-term appli-
cations, emphasizing its suitability for vibrational
sensing technologies [3].

MEMS Process 
The oscillatory behavior of the microsystem, 
based on a cantilever design, and the piezoelec-
tric response of the AlN element in the MEMS 
are modeled (see Fig. 1) using a lumped-param-
eter system consisting of a mass (M), a spring 
(X), and a damper (C), which represent inertia, 
stiffness, and mechanical losses, respectively. 
For a given time-dependent motion z(t), a rela-
tive displacement y(t) occurs between the frame 
and the mass M due to inertia. The mass-spring-
damper system, as a second-order system, ena-
bles the determination of the natural frequency 
fn. The AlN acts as the transducer, capable of 
generating a variable voltage output and, in the 
presence of a load, a current I(t). 

Fig. 1. Electromechanical model of the MEMS and its 
fabrication process 

DOI 10.5162/SMSI2025/D6.4



SMSI 2025 Conference – Sensor and Measurement Science International 227

 Characterization of AlN-Based MEMS Kineto-Electric 
Transducer for Cultural Heritage Conservation

Carlo Trigona 1, Suhail Ahmed 1, Anna M. Gueli2, Salvatore Baglio1, Mariangela Liuzzo3, Francesco Lo 
Iacono3, Giacomo Navarra3

1 D.I.E.E.I., Dipartimento di Ingegneria Elettrica Elettronica e Informatica, University of Catania, Viale 
A. Doria 6, 95125 Catania, Italy

2 Department of Physics and Astronomy "Ettore Majorana", University of Catania, Via Santa Sofia 64, 
95123, Catania, Italy

3 Department of Engineering and Architecture, University of Enna “Kore”, Cittadella Universitaria, 
94100, Enna, Italy

carlo.trigona@unict.it

Summary:
In this study, an Aluminum Nitride (AlN) MEMS device is analyzed and characterized for kineto-electric
conversion. The device has been designed, fabricated, and tested with the primary goal of being em-
ployed in the field of preventive conservation and conservation of cultural heritage. For this purpose, the
system is capable of detecting low-frequency vibrations of weak intensity and has the ability to generate
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Overview and Motivation
The rise of low-power, wireless sensor nodes
has spurred interest in vibration-based sensors,
particularly energy-generating devices designed 
to replace or extend battery life. Materials such 
as PVDF, PZT, and AlN are widely used due to
their ability to convert mechanical stress into
electricity. AlN stands out for its CMOS compati-
bility, low toxicity, and stability, offering signifi-
cant advantages in miniaturized, energy-efficient 
systems. Despite its lower piezoelectric coeffi-
cient, AlN achieves a competitive Figure of Merit, 
making it suitable for energy harvesting and
sensing applications [1]. This study advances
the state of the art by characterizing an AlN 
MEMS vibration-to-electricity transducer. Nota-
bly, the device is capable of generating voltage
without the need for batteries. It has been spe-
cifically designed for use in conservation and
preventive conservation within the field of cul-
tural heritage. This application is critical for mon-
itoring vibrations in compliance with regulations
[2] or detecting mechanical shocks to protect or
evaluate artifacts of historical and artistic signifi-
cance. The results highlight the potential of the
proposed MEMS for low-power, long-term appli-
cations, emphasizing its suitability for vibrational 
sensing technologies [3].

MEMS Process
The oscillatory behavior of the microsystem,
based on a cantilever design, and the piezoelec-
tric response of the AlN element in the MEMS 
are modeled (see Fig. 1) using a lumped-param-
eter system consisting of a mass (M), a spring
(X), and a damper (C), which represent inertia, 
stiffness, and mechanical losses, respectively. 
For a given time-dependent motion z(t), a rela-
tive displacement y(t) occurs between the frame
and the mass M due to inertia. The mass-spring-
damper system, as a second-order system, ena-
bles the determination of the natural frequency
fn. The AlN acts as the transducer, capable of 
generating a variable voltage output and, in the 
presence of a load, a current I(t).

Fig. 1. Electromechanical model of the MEMS and its 
fabrication process 

The fabrication of the piezoelectric cantilever-
type AlN MEMS resonator involves an 8-step 
process, using an SOI wafer with a 0.5 µm de-
vice layer, a 1 µm buried oxide layer, and a 400 
µm handle layer. Key dimensions, process 
steps, and film thickness values are shown in 
Fig. 1 and Tab. I respectively. 

Methodology and Results 
The measurement setup (see Fig. 2) is based on 
an APS 129 ELECTRO-SEIS® shaker for MEMS 
characterization. An automated system enables 
the measurement of the MEMS voltage output as 
a function of the applied z(t) excitations imposed 
by the vibrating platform. Signal post-processing 
was performed using MATLAB® routines. Fig. 3 
shows the Frequency Response Function (FRF) 
obtained during the calibration process. The in-
put to the shaker is a sine wave with a frequency 
linearly varying from 60 Hz to 70 Hz and a con-
stant acceleration of approximately 0.5 m/s² 
(Root Mean Squared, RMS). The spike indicates 
the resonant frequency of the microsystem. Fig. 
4 presents the calibration diagram of the MEMS 
device. The results show a maximum voltage of 
approximately 85 mV at 0.5 m/s². It is worth not-
ing that the sensitivity is about 180 mV/m/s².  

Conclusion 
In this study, an AlN-MEMS device was charac-
terized for kineto-electric conversion, with a fo-
cus on applications in the field of cultural herit-
age conservation. The device effectively detects 
low-frequency, weak-intensity vibrations and 
generates voltage, reducing the need for batter-
ies and minimizing power consumption. 
Tab. 1: Characteristics of the MEMS layers 

MEMS Layer Young’s 
Modulus 
[N/m2] 

Thickness 
[m] 

Width 
[m] 

Length 
[m] 

Metal (Al) 0.68E+11 1.00E-6 800E-6 8000E-6 

Metal (Cr) 1.49E+11 0.02E-6 800E-6 8000E-6 

AlN (Piezo) 2.80E+11 0.50E-6 800E-6 8000E-6 

Silicon layer 1.69E+11 10.00E-6 800E-6 8000E-6 

Substrate (tip mass) 1.69E+11 400.00E-6 800E-6 800E-6 

Fig. 2. Experimental Setup and the bonded MEMS 

Fig. 3. FRF of the MEMS output with respect to a 
sweep sine input excitation 

Fig. 4. Calibration diagram of the fabricated MEMS 
device 

The results showed a resonant frequency be-
tween 60 Hz and 70 Hz and a sensitivity of ap-
proximately 180 mV/m/s², with a maximum out-
put voltage of 85 mV at 0.5 m/s². These features 
make the device suitable for real-time monitoring 
of vibrations in situ or during transportation of 
historical artifacts and structures. 
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Summary: 
The objective of this study is to evaluate the potential of a 60 GHz radar system as a roadside 
wildlife detection system. The system can be integrated into a delineator, allowing roadside monitoring 
and the possibility of warning against wildlife accidents. This system is compared to a low-cost image-
resolving thermal array sensing system. IR array sensors have limited range and are highly dependent 
on the environment, with a maximum distance of 18 m in cold environment. 
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Introduction and Motivation 
The increase in traffic on Germany’s roads is 
contributing to a rise in the number of accidents 
involving wild animals. In order to assist drivers 
in avoiding accidents, car developers are turning 
to driver assistance systems [1]. Several pilot 
projects demonstrate how drivers can be ac- 
tively warned. An electronic wildlife warning sys-
tem has been tested and developed by the For-
estry Testing and Research Institute in Baden-
Württemberg, Germany, since 2007. This sys-
tem involves the installation of a fence alongside 
the road to guide wild animals (e.g. deer) to a 
crossing area. At this point, infrared sensors de-
tect the presence of an animal, and a sign then 
warns the driver [2]. The defining characteristic 
of existing sensor systems is that they monitor 
only short segments of road, typically between 5 
and 7 m, with the remainder of the road secured 
by a fence. The system presented in this study 
employs the use of radar sensors to monitor the 
entire space between delineators. The range of 
a sensor mounted on a delineator covers an area 
within a maximum distance of 30 m as illustrated 
in Figure 1. They are capable of detecting wild 
animals as they approach the road. This sensor 
system monitors the entire area adjacent to the 
road, obviating the necessity for an additional 
barrier such as a fence. 

Sensor Systems 
The sensor system has been subjected to rigor-
ous testing and validation in a portable meas-
urement box.  

Fig. 1. The provided schematic depicts a road with 
integrated sensors within the delineator. The dis-
tance between the delineators is 50 m, and the sens-
ing radius of the sensors forms a 30 m half circle ra-
dius around a delineator. 

This box contains both the radar sensors devel-
oped in-house by TecVenture and a set of refer-
ence sensors. The radar sensors operate at fre-
quencies of 60 GHz and 24 GHz, respectively. 
These comprise a 60 GHz radar sensor from 
RFbeam Microwave, referenced in [3], in addi-
tion to infrared measuring technology. This sen-
sor type is based on the Infineon 
BGT60UTR11AIP. A custom-designed lens was 
constructed with the objective of limiting the field 
of view to a maximum of 60°. Additionally, a sen-
sor with a frequency of 24 GHz, based on 
InnoSenT's SMR-334, was developed with the 
objective of extending the range of evaluation. 
Furthermore, a Moving Target Indicator (MTI) [4] 
was integrated into the radar developed by 
TecVenture, which is already capable of detect-
ing motion. In order to more accurately assess 
the capabilities of the Boson 640 thermal camera 
[5], a comparison is made with IR measurement 
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Introduction and Motivation
The increase in traffic on Germany’s roads is
contributing to a rise in the number of accidents
involving wild animals. In order to assist drivers
in avoiding accidents, car developers are turning
to driver assistance systems [1]. Several pilot
projects demonstrate how drivers can be ac- 
tively warned. An electronic wildlife warning sys-
tem has been tested and developed by the For-
estry Testing and Research Institute in Baden-
Württemberg, Germany, since 2007. This sys-
tem involves the installation of a fence alongside
the road to guide wild animals (e.g. deer) to a 
crossing area. At this point, infrared sensors de-
tect the presence of an animal, and a sign then 
warns the driver [2]. The defining characteristic
of existing sensor systems is that they monitor
only short segments of road, typically between 5 
and 7 m, with the remainder of the road secured 
by a fence. The system presented in this study
employs the use of radar sensors to monitor the
entire space between delineators. The range of
a sensor mounted on a delineator covers an area
within a maximum distance of 30 m as illustrated
in Figure 1. They are capable of detecting wild
animals as they approach the road. This sensor
system monitors the entire area adjacent to the
road, obviating the necessity for an additional
barrier such as a fence.

Sensor Systems
The sensor system has been subjected to rigor-
ous testing and validation in a portable meas-
urement box.

Fig. 1. The provided schematic depicts a road with 
integrated sensors within the delineator. The dis-
tance between the delineators is 50 m, and the sens-
ing radius of the sensors forms a 30 m half circle ra-
dius around a delineator.

This box contains both the radar sensors devel-
oped in-house by TecVenture and a set of refer-
ence sensors. The radar sensors operate at fre-
quencies of 60 GHz and 24 GHz, respectively.
These comprise a 60 GHz radar sensor from 
RFbeam Microwave, referenced in [3], in addi-
tion to infrared measuring technology. This sen-
sor type is based on the Infineon
BGT60UTR11AIP. A custom-designed lens was
constructed with the objective of limiting the field
of view to a maximum of 60°. Additionally, a sen-
sor with a frequency of 24 GHz, based on
InnoSenT's SMR-334, was developed with the
objective of extending the range of evaluation.
Furthermore, a Moving Target Indicator (MTI) [4]
was integrated into the radar developed by
TecVenture, which is already capable of detect-
ing motion. In order to more accurately assess
the capabilities of the Boson 640 thermal camera
[5], a comparison is made with IR measurement

technology. This is used for thermal validation of 
wildlife and to determine the maximum range of 
the camera in the context of existing systems. 
For this purpose, an IR array HTPA60x40d with 
a field of view (FoV) of 92° x 60° from Heimann 
Sensor is employed [6]. 

Results 
The results of measurements conducted at a 
wildlife park indicate that deer can be detected 
at distances of up to 22 m using a radar-based 
detection system with a frequency of 60 GHz. 
Figure 2 illustrates the range Doppler map of the 
60GHz radar sensor, indicating the presence of 
a target at a distance of 18m and a radial velocity 
of 0.8 m/s. A target of the same amplitude does 
also appear at 4 m. This is a radar artefact and 
not an object. It is of greater consequence to 
consider the radar and IR-array results in con-
junction with the thermal camera data. The 
measurements presented were obtained at 
08:00 on October 2024. The ambient tempera-
ture was recorded at 9°C. This resulted in a high 
degree of contrast relative to the deer’s body 
temperature. As illustrated in Figure 3, the deer 
can still be detected by the IR array at a distance 
of 18 m. By the time the afternoon had elapsed, 
the ambient temperature had already reached 
15 °C. Consequently, the detection capability of 
the IR array was reduced to a distance of 14 m. 
The thermal camera detects deer at any temper-
ature, even from far away. 
Discussion and Conclusion 
The findings indicate that detection with the 60 
GHz sensor is feasible at a distance of 22 m. 
During the measurement, no deer passed at a 
greater distance, which would have required a 
more comprehensive evaluation of the 24 GHz 
sensor. The configuration of the lenses and the 
orientation of the 60 GHz radar sensor permit the 
estimation of the direction from which the animal 
is approaching. Range-Doppler mapping tech-
niques estimate the velocity of approaching ani-
mals, assessing their potential hazard to road 
traffic. However, the MTI cannot detect static or 
slow-moving targets. A mean value filter could 
enhance detection. Furthermore, the detection 
area was traversed by an agricultural machine, 
which demonstrated that the radar cross section 
signature can be employed to differentiate be-
tween animals and other targets. The evaluation 
of IR-array sensing technology has demon-
strated that the detection range is significantly in-
fluenced by ambient temperature. This indicates 
that animals can be detected with greater effi-
cacy and at a greater distance in the winter than 
when the ambient temperature is the same as 
the body temperature. The evaluation of the 
boson-thermal camera has demonstrated that 
an enhanced resolution results in a notable 

improvement in distance resolution. This is at-
tributed to an elevated thermal energy per pixel. 
The camera has thus demonstrated its potential 
as a valuable instrument for validation. Subse-
quent series of measurements will be conducted 
to further investigate the random occurrence of 
game in the detection area. Additionally, the pro-
ject entails the miniaturization of the system for 
integration into a delineator and the interface for 
the warning. 

Fig. 2. The range-Doppler map of the 60 GHz Tecven-
ture sensor in the absence of an MTI is presented 
herewith. The target is a deer situated at a distance of 
18m and exhibiting a radial velocity of 0.8m/s. 

Fig. 3: The IR array image, captured concurrently with 
the data presented in Figure 2, reveals a thermal con-
trast at pixel (25,20) attributable to the presence of a 
deer at a distance of approximately 18 m. 
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Summary: We report on the development and validation of a portable and cost-effective radar-based 
vibration measurement system. Vibration analysis is a powerful tool for structural health monitoring of 
critical infrastructure subjected to stresses, like environmental factors, loads, and wear over time. Using 
non-contact sensors avoids sensor installation and enables cost and time-efficient vibration measure-
ments. We present a portable sensor concept based on FMCW radar technology. The system was 
successfully validated on a high-precision calibration system.
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Introduction
Bridges, tunnels, energy facilities, or public build-
ings, are key components in the critical infra-
structure. However, they are prone to damage 
and degradation from heavy loads and traffic. 
Structural health monitoring (SHM) technologies 
such as vibration analysis are essential to pre-
vent failures and extend their lifespan. However, 
detecting small changes in vibration frequencies
over time of large structures is still technically 
challenging. Our goal is the development of an
accurate, highly portable radar-based measure-
ment system [1]. Radar allows for non-contact
measurements, is robust against harsh environ-
mental conditions and captures multiple points
simultaneously [2], supporting modal analysis.

Sensor System Hardware Setup
The setup includes a Frequency Modulated Con-
tinuous Wave (FMCW) radar, IWR6843ISK,
combined with an FPGA, DCA1000EVM, from 
Texas Instruments (TI). The raw data from the 
sensor is acquired by the DCA1000EVM via the 
Low-Voltage Differential Signaling (LVDS) inter-
face, then serialized and streamed via the Ether-
net interface as User Datagram Protocol (UDP) 
packets. Since this setup usually requires TI's 
proprietary software components, we have de-
veloped a custom Python-based library for real-
time data processing.

Data Processing Algorithm
The UDP packets obtained from the FPGA are
parsed and the obtained IQ samples are pro-
cessed. A high-level overview of the processing 
chain is given in Figure 1. A Range-FFT is per-
formed on the IQ samples to determine the dis-
tance to the vibrating object under observation.

Figure 1: High-level flow of data processing chain

Once the range information is obtained, the dom-
inant range bin is selected, and variations in the
phase in that range bin are analyzed. The reflec-
tions from static objects are unfavorable as it in-
troduces noise in the phases resulting in inaccu-
rate low amplitude measurements. To remove 
this effect, data from multiple antennas are used 
to calculate the static vector and remove it [3]. To 
remove the phase discontinuities, unwrapping is 
performed. From the phase change, the dis-
placement is calculated using 

∆𝑑𝑑  =   (𝑐𝑐𝑓𝑓) ∗ (
∆𝜑𝜑
4𝜋𝜋) ∗ 10

3

where ∆𝑑𝑑 is displacement in mm, 𝑐𝑐 the speed of 
light in m/s, 𝑓𝑓 the carrier frequency in Hz, and ∆φ
the phase change in Rad. Various data pro-
cessing steps, including scaling and windowing, 
are applied to refine the signal. 

Validation of the Sensor System

As large structures have low fundamental fre-
quencies [4,5], the sensor needs high resolution
at those low frequencies. This can be achieved 
with longer measurement duration, which unfor-
tunately contradicts portability and ease-of-use.
Figure 2 shows the high-precision calibration 
system used to qualify the sensor accuracy at
low frequencies and high amplitudes.
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Introduction
Bridges, tunnels, energy facilities, or public build-
ings, are key components in the critical infra-
structure. However, they are prone to damage 
and degradation from heavy loads and traffic.
Structural health monitoring (SHM) technologies
such as vibration analysis are essential to pre-
vent failures and extend their lifespan. However, 
detecting small changes in vibration frequencies
over time of large structures is still technically
challenging. Our goal is the development of an
accurate, highly portable radar-based measure-
ment system [1]. Radar allows for non-contact
measurements, is robust against harsh environ-
mental conditions and captures multiple points
simultaneously [2], supporting modal analysis.

Sensor System Hardware Setup
The setup includes a Frequency Modulated Con-
tinuous Wave (FMCW) radar, IWR6843ISK,
combined with an FPGA, DCA1000EVM, from
Texas Instruments (TI). The raw data from the
sensor is acquired by the DCA1000EVM via the
Low-Voltage Differential Signaling (LVDS) inter-
face, then serialized and streamed via the Ether-
net interface as User Datagram Protocol (UDP)
packets. Since this setup usually requires TI's
proprietary software components, we have de-
veloped a custom Python-based library for real-
time data processing.

Data Processing Algorithm
The UDP packets obtained from the FPGA are
parsed and the obtained IQ samples are pro-
cessed. A high-level overview of the processing
chain is given in Figure 1. A Range-FFT is per-
formed on the IQ samples to determine the dis-
tance to the vibrating object under observation.

Figure 1: High-level flow of data processing chain

Once the range information is obtained, the dom-
inant range bin is selected, and variations in the
phase in that range bin are analyzed. The reflec-
tions from static objects are unfavorable as it in-
troduces noise in the phases resulting in inaccu-
rate low amplitude measurements. To remove 
this effect, data from multiple antennas are used
to calculate the static vector and remove it [3]. To 
remove the phase discontinuities, unwrapping is
performed. From the phase change, the dis-
placement is calculated using

∆𝑑𝑑 = (𝑐𝑐𝑓𝑓) ∗ (
∆𝜑𝜑
4𝜋𝜋) ∗ 10

3

where ∆𝑑𝑑 is displacement in mm, 𝑐𝑐 the speed of 
light in m/s, 𝑓𝑓 the carrier frequency in Hz, and ∆φ
the phase change in Rad. Various data pro-
cessing steps, including scaling and windowing, 
are applied to refine the signal.

Validation of the Sensor System

As large structures have low fundamental fre-
quencies [4,5], the sensor needs high resolution
at those low frequencies. This can be achieved 
with longer measurement duration, which unfor-
tunately contradicts portability and ease-of-use.
Figure 2 shows the high-precision calibration
system used to qualify the sensor accuracy at
low frequencies and high amplitudes.

Figure 2: Long stroke vibration exciter APS 129 used 
for the sensor characterization 

For various frequency-displacement combina-
tion within this regime, thirty data points for each 
setting are collected. Each data point is calcu-
lated from one second of radar data. The refer-
ence value and the measurement median value 
is shown in Figure 3 in red and black, respec-
tively. The error is not visible within the scale of 
the plot. 

Figure 3: Measured frequency and amplitude 

To quantify this, the median absolute percentage 
error is calculated for all the samples, see Figure 
4 and Table 1. 

Figure 4: Median absolute percentage error; x-axis la-
belling: Frequency [Hz] / Displacement [mm] 

Analyzing the displacement error across sam-
ples shows that the error decreases as the mag-
nitude of displacement increases. This trend is 
particularly evident in the 4 Hz and 8 Hz sam-
ples. For the measured frequencies, the error 
decreases with increasing frequency. 
Table 1: Median absolute percentage error across dif-
ferent frequency displacement combinations 

Two main factors contribute to this trend: the 
limited duration of each measurement instance 
and the error metric used, which disproportion-
ately penalizes small frequencies. 

Summary and Future Directions 
We have presented a FMCW-based vibration 
measurement system intended for SHM of large 
infrastructures. Radar offers many advantages 
over tactile sensors, such as robustness and 
portability. We have successfully validated the 
sensor on a commercial calibration system. 
While the error is generally very low, it will re-
main challenging to achieve a high measure-
ment resolution at low frequencies under real-
world conditions. 

The radar cross section (RCS), material reflec-
tivity, and surrounding noise are the main factors 
affecting the signal quality of a target. Future 
work will include advanced focusing techniques 
such as digital and lens-based beamforming, 
beam nulling, and algorithm improvements.  
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Summary: 
Millimeter-Wave spectroscopy is an emerging technology that has shown significant potential in medi-
cal diagnostics, particularly the measurement of blood coagulation is of crucial relevance in detecting 
stroke attacks. A promising approach is the utilization of dielectric changes in blood at frequencies in 
the 75-110 GHz range. This paper offers a novel approach to support and quantify the visualization of 
these biological processes.  
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Introduction 
Maintaining a healthy cardiovascular system is 
important for overall well-being. Millimeter-wave 
and THz signals exhibit a strong interaction with 
biological matter, which can be efficiently em-
ployed in biomedical applications due to the non-
ionization properties of electromagnetic waves. 

Measurement setup 
The setup measures the absorption and reflec-
tion of THz radiation as it passes through a 
sample, to probe the molecular dynamics of 
blood components. Since these frequencies are 
highly sensitive to molecular vibrations and hy-
drogen-bonding interactions, they can provide 
detailed information about the structural and dy-
namic properties of biological molecules. In the 
context of blood coagulation, millimeter-wave 
spectroscopy can detect changes in the molec-
ular structure of blood components as they tran-
sition from a liquid to a gel state during clot for-
mation.  The ability to determine the timestamp 
of clotting and detect the presence and effec-
tiveness of blood thinners is vital for patient 
care. THz spectroscopy offers a powerful, non-
invasive method for real-time monitoring of 
blood coagulation, providing valuable insights 
for both clinical diagnostics and pharmaceutical 
research. 

The application of advanced algorithms for data 
analysis, including principal component analysis 
(PCA), has proven crucial for the interpretation 
of complex data sets, especially in medical di-
agnostics. This method allows the 

dimensionality of the data to be adjusted and 
reduced into manageable components, making 
it easier to identify significant patterns indicative 
of blood clotting. A factor analysis (FA) allows 
conclusions to be drawn about the points in 
time at which something is happening and pro-
vide another level of interpretation. 

Conclusion 
The effectiveness of anticoagulant medications 
is assessed by measuring their impact on coag-
ulation time. Blood coagulation during surgeries 
or in patients with clotting disorders can be mon-
itored in real-time. By measuring changes in 
blood coagulation time, Millimeter-wave spec-
troscopy can help ensure that patients are re-
ceiving the correct dosage of blood thinners. In-
teractions between blood thinners and other 
medications that may affect coagulation are 
identified. The use of AI-supported algorithms 
can considerably increase the efficiency of coag-
ulation measurement by determining and evalu-
ating schemes in the biological signals. 
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Introduction
Maintaining a healthy cardiovascular system is 
important for overall well-being. Millimeter-wave
and THz signals exhibit a strong interaction with 
biological matter, which can be efficiently em-
ployed in biomedical applications due to the non-
ionization properties of electromagnetic waves.

Measurement setup
The setup measures the absorption and reflec-
tion of THz radiation as it passes through a
sample, to probe the molecular dynamics of 
blood components. Since these frequencies are 
highly sensitive to molecular vibrations and hy-
drogen-bonding interactions, they can provide 
detailed information about the structural and dy-
namic properties of biological molecules. In the 
context of blood coagulation, millimeter-wave 
spectroscopy can detect changes in the molec-
ular structure of blood components as they tran-
sition from a liquid to a gel state during clot for-
mation.  The ability to determine the timestamp
of clotting and detect the presence and effec-
tiveness of blood thinners is vital for patient 
care. THz spectroscopy offers a powerful, non-
invasive method for real-time monitoring of 
blood coagulation, providing valuable insights
for both clinical diagnostics and pharmaceutical
research. 

The application of advanced algorithms for data
analysis, including principal component analysis
(PCA), has proven crucial for the interpretation 
of complex data sets, especially in medical di-
agnostics. This method allows the 

dimensionality of the data to be adjusted and
reduced into manageable components, making 
it easier to identify significant patterns indicative
of blood clotting. A factor analysis (FA) allows 
conclusions to be drawn about the points in
time at which something is happening and pro-
vide another level of interpretation.

Conclusion
The effectiveness of anticoagulant medications
is assessed by measuring their impact on coag-
ulation time. Blood coagulation during surgeries
or in patients with clotting disorders can be mon-
itored in real-time. By measuring changes in 
blood coagulation time, Millimeter-wave spec-
troscopy can help ensure that patients are re-
ceiving the correct dosage of blood thinners. In-
teractions between blood thinners and other
medications that may affect coagulation are
identified. The use of AI-supported algorithms 
can considerably increase the efficiency of coag-
ulation measurement by determining and evalu-
ating schemes in the biological signals.
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Summary: 
A technique for observing foraging bumblebees with a 24 GHz continuous-wave Doppler radar is de-
scribed. Upon departing from the colony, we discovered that foraging bumblebees accelerate briefly at 
a constant 9.8 m/sec2, resulting in a distinct, linear frequency modulated (LFM) radar return. By corre-
lating this return with an expected LFM template, departing bumblebees could be identified and count-
ed while arriving bumblebees and other environmental effects are rejected. 
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Introduction 
Commercial bumblebees are effective pollina-
tors of greenhouse and field crops, but a colony 
only lasts a few months. This paper describes a 
sensor for monitoring the pollination effective-
ness of a bumblebee colony by counting the 
number of daily flights of bumblebees with a 
Doppler radar. A typical radar installation on a 
bumblebee colony is shown in Fig.1. 

Fig. 1. Bumblebee colony with radar sensor 

In a previous paper [1] on honeybees, we dis-
covered that some honeybees departed the 
hive almost explosively, on a slightly ascending 
flight path, with a constant acceleration, quanti-
tatively similar to gravitational acceleration. 
These bees were probably foragers looking for 
food in a distant location. We have observed 
the same behavior in less frequent flights of 

individual bumblebees. In [2], we exploited this 
characteristic to identify and count foraging 
bumblebees by applying a Hough transform to 
Doppler-Time-Images (DTI). Although the fre-
quency-domain technique was successful, it 
exceeded a small, low-cost microprocessor's 
data storage and computational power. This 
paper uses the same Doppler radar [2] to im-
plement an alternate, more straightforward 
technique of counting bumblebees based on 
template matching in the time domain. 

Description of the New Method 
We have shown in [1] that a 24 GHz Doppler 
radar, commonly found in automotive collision 
avoidance systems, can detect bees at a short 
distance. The unique acceleration characteristic 
of a foraging bee has a peculiar effect on the 
radar return. When a departing bee is illuminat-
ed by continuous-wave (CW) radar, the Doppler 
return from the bee is a nearly linear, frequen-
cy-modulated (LFM) waveform. For the 24 GHz 
radar, with λ = 12.5 mm and the flight parame-
ters shown in Fig. 2, the Doppler frequency 
increases linearly from 0 Hz to 160 Hz in about 
0.1 seconds. 

Fig. 2. Radar and bumblebee flight parameters 
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An LFM waveform, or chirp, is usually employed 
in a pulse compression radar to improve sensi-
tivity and range resolution. Typically, the radar 
transmits an LFM waveform, receives an LFM 
waveform, and correlates it with an accelera-
tion-corrected replica of the transmitted wave-
form [3]. The radar presented in this paper dif-
fers in that the radar transmits a CW signal, 
receives an LFM waveform, and correlates it 
with a synthetic LFM waveform based on the 
known target acceleration. 

Results 
We collected 24 GHz radar observations of 
bumblebees flying in front of a colony entrance 
by continuously recording the baseband signal 
in 19-sec segments at 800 samples/sec. A typi-
cal data file is shown in Fig. 3. More detailed 
pictures of departing (A, B) and arriving (C) 
bumblebees are shown in Fig. 4. The similarity 
of departing bumblebee radar returns is evident. 

Fig. 3. Doppler radar baseband signal 

Fig. 4. Details of departing (A, B) and arriving (C) 
bumblebee Doppler radar baseband signals   

We simulated a 0.1-sec 24 GHz Doppler radar 
return of a bumblebee departing with 9.8 m/sec2 
acceleration. The envelope of the simulated 
return was shaped to take the range geometry 
into account. A comparison of the Doppler re-
turn (A) with this template is shown in Fig. 5. 
We quantified the similarity between the two 
waveforms by Pearson's correlation coefficient, 
r = 0.86. This coefficient is independent of sig-
nal strength. 

Due to differences in flight profiles, the meas-
ured departing bumblebee acceleration of 9.8 

m/sec2 had a standard deviation of 1.8 m/sec2 
[2]. Our technique is not particularly sensitive to 
the exact value of the actual acceleration. Set-
ting a correlation threshold of r > 0.5 ensured 
correct identification of departing bumblebees. 

Fig. 5. Comparison of the departing bumblebee sig-
nal (A) with a 9.8 m/sec2 acceleration template  

Fig. 6 shows the correlation of the entire data 
segment depicted in Fig. 3 with the 9.8 m/sec2 
template in Fig. 5. Correlations with departing 
bumblebees are clearly above the threshold. In 
contrast, the correlations with arriving bumble-
bees are suppressed. 

Fig. 6. Correlation of Doppler radar data in Fig. 3 
with a 9.8 m/sec2 acceleration template 

We accumulated the count of departing bum-
blebee detections for each day from May to July 
2021. Figure 7 illustrates the technique's effec-
tiveness in monitoring the growth and decline of 
a bumblebee colony. 

Fig. 7. Example of daily departing bumblebee counts  
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tivity and range resolution. Typically, the radar 
transmits an LFM waveform, receives an LFM
waveform, and correlates it with an accelera-
tion-corrected replica of the transmitted wave-
form [3]. The radar presented in this paper dif-
fers in that the radar transmits a CW signal,
receives an LFM waveform, and correlates it
with a synthetic LFM waveform based on the
known target acceleration. 

Results 
We collected 24 GHz radar observations of
bumblebees flying in front of a colony entrance 
by continuously recording the baseband signal 
in 19-sec segments at 800 samples/sec. A typi-
cal data file is shown in Fig. 3. More detailed 
pictures of departing (A, B) and arriving (C) 
bumblebees are shown in Fig. 4. The similarity 
of departing bumblebee radar returns is evident. 
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bumblebee Doppler radar baseband signals

We simulated a 0.1-sec 24 GHz Doppler radar
return of a bumblebee departing with 9.8 m/sec2

acceleration. The envelope of the simulated 
return was shaped to take the range geometry
into account. A comparison of the Doppler re-
turn (A) with this template is shown in Fig. 5.
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nal strength.
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the exact value of the actual acceleration. Set-
ting a correlation threshold of r > 0.5 ensured
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Fig. 6 shows the correlation of the entire data
segment depicted in Fig. 3 with the 9.8 m/sec2

template in Fig. 5. Correlations with departing
bumblebees are clearly above the threshold. In
contrast, the correlations with arriving bumble-
bees are suppressed.

Fig. 6. Correlation of Doppler radar data in Fig. 3 
with a 9.8 m/sec2 acceleration template

We accumulated the count of departing bum-
blebee detections for each day from May to July
2021. Figure 7 illustrates the technique's effec-
tiveness in monitoring the growth and decline of
a bumblebee colony. 

Fig. 7. Example of daily departing bumblebee counts  
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Summary:

Clever Sense is an automated, high-precision sensor-based system for quantifying and monitoring
MARPOL V waste in port environments. Complying with international port regulations, Clever Sense
provides accurate, real-time volume measurements, essential for regulatory reporting and
environmental management. The system’s robust architecture ensures precision, reliability, and
scalability, directly supporting sustainable waste management practices in port operations.
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Background, Motivation an Objective
Port authorities are tasked with the challenging
responsibility of managing and quantifying
MARPOL V waste. According to MARPOL
regulations, specifically Annex V of the
International Convention for the Prevention of
Pollution from Ships, ports must ensure that
solid wastes generated by vessels are
accurately quantified in terms of volume [1].
These regulations establish strict requirements
for the handling and reporting of waste, making
it critical for port authorities to have reliable and
efficient systems that can measure waste
precisely, support environmental sustainability,
and ensure compliance with international
standards.

Clever Sense was developed to address these
operational and regulatory demands,
automating the quantification of MARPOL V
waste while minimizing human intervention.
Unlike traditional manual methods, which are
labor-intensive and prone to inaccuracies,
Clever Sense deploys a network of
high-precision sensors that continuously
monitor waste volumes in real-time [2]. The
data generated helps authorities document
compliance, manage waste more effectively,
and optimize resources for port waste
management..

Description of the New Method
Clever Sense integrates an IoT-enabled sensor
system with advanced data processing

capabilities, offering automated, continuous
monitoring of MARPOL V waste volumes. The
system’s sensors are strategically deployed
within the port environment, where they capture
real-time data on waste volumes from various
waste management points. Designed to
withstand harsh port conditions, Clever Sense’s
IP65-rated sensors provide highly accurate
measurements that facilitate seamless
integration into existing environmental
monitoring frameworks [3].

Figure 1 shows the system installation at the
Port of Barcelona, highlighting its adaptability to
the port's layout and environmental conditions.
The system’s data processing module
automatically aggregates and analyzes the
captured data, offering insights into waste
accumulation trends. Port authorities can
access these insights through an intuitive
interface, enabling them to monitor and
document waste volumes efficiently.
Furthermore, Clever Sense’s scalability allows it
to be adapted across multiple ports and waste
categories, contributing to the consistent,
compliant handling of MARPOL V waste in
diverse port settings. This automated approach
minimizes potential errors associated with
manual waste measurement, significantly
improving the accuracy and reliability of
reported data [4].
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Figure 1: Installation of Clever Sense system at
the Port of Barcelona, illustrating sensor
placement for optimized waste volume
monitoring in compliance with MARPOL V
standards.

Results
Field data confirmed that Clever Sense
achieved a measurement accuracy of over
95%, meeting the stringent regulatory
requirements for MARPOL V waste
quantification [3]. By automating the data
collection and processing workflow, Clever
Sense eliminates the need for frequent manual
checks, allowing port authorities to allocate
resources more efficiently and focus on
strategic environmental management. Figure 2
illustrates a sample of the resulting point cloud
data, which demonstrates the detailed,
volumetric waste quantification that the system
achieves. The success of Clever Sense in
these pilot applications positions it as a
scalable solution for broader adoption in global
port operations.

Figure 2: Mesh obtained from the triangulation
of the point cloud (top), complete point cloud
obtained from multiple convergent sensors
(bottom). obtained from multiple convergent
sensors (bottom)

Conclusion

Clever Sense, funded by Puertos 4.0, Project
0062, provides an efficient, automated solution
for MARPOL V waste quantification, offering
port authorities a tool that enhances both
environmental compliance and operational
efficiency. Its integration into IoT networks and
robust sensor design make it an essential
resource for modern, sustainable port waste
management, supporting data-driven decisions
in line with MARPOL regulations and reducing
the environmental impact of maritime
operations.
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Summary: 
The presented work focuses on developing a flexible NFC sensor patch, capable of being implemented 
in a medium-voltage underground cable. The measurement principle is based on the measurement of 
the magnetic field, which is directly proportional to the current in the cable. The sensor patch can be 
integrated into the cable, shielded, and covered with a shrinking repair sleeve. The measurement results 
prove the feasibility of such an NFC-based integrated sensor patch solution.   

Keywords: NFC sensor, current measurement, Hall effect sensor, medium-voltage cable monitoring 

Introduction 
The actual current load is the main parameter to 
monitor in medium-voltage lines. The generated 
magnetic field under load conditions is propor-
tional to the current within the conductor. Due to 
the cable's coaxial setup, an indirect measure-
ment based on the magnetic field strength is the 
proper method [1]. 

A free-space configuration must be used for an 
integrated version, as it is impossible to attach 
any flux-concentrating magnetic materials 
around the wire or realize an inductive system 
like a Rogowski coil, [2]. The Hall sensor pro-
vides a measurable output voltage proportional 
to the magnetic field and therefore also propor-
tional to the current according to Ampere’s law 
given by (1),      

∮ �⃗�𝐵 ∗ 𝑑𝑑𝑙𝑙 = ∑ �⃗�𝐵 ∗ Δ𝑙𝑙 = 𝜇𝜇0 ∗ 𝐼𝐼         (1) 

with the magnetic permeability of free space 
given by µ0 = 4*π*10-7 Tm/A. As the medium-
voltage cable is built up as a coaxial cable the 
field must be measured in offset to the central 
wire center, refer to Figure 1. 

 Fig. 1. Magnetic field characteristic of a single wire. 

The current density or magnetic field B within the 
conductor of radius R is uniform. At the same 
time, it decays if the distance r is further in-
creased r > R. By applying equation (1) and 

assuming a circular path around the wire, �⃗�𝐵  is 
tangent to 𝑑𝑑𝑙𝑙  at every point, resulting in (2),  

𝐵𝐵 = 𝜇𝜇0∗𝐼𝐼
2∗𝜋𝜋∗𝑟𝑟        (2) 

Due to the specification of the medium-voltage 
cable of the type NA2XS(FL)2Y 1X95/25, the di-
ameters of all the layers are known, and accord-
ing to equation (2) the current can be calculated 
based on the measured magnetic field strength 
B.  

Description of the System 
As the sensor patch is wrapped around the ca-
ble, the printed circuit board (PCB) comprises a 
300 µm thick flexible polyimide. The cable's 
shielding is conductive; therefore, to enable NFC 
communication “on-metal”, the antenna must be 
electrically separated, which is realized using a 
ferrite antenna of the type W3509 of Pulse Elec-
tronics. To establish near-field communication 
(NFC), the NTAG 5 link IC of the type NP5332 
from NXP Semiconductors is implemented. It en-
ables the connection to any sensor chip featuring 
an I²C interface. The magnetic field is measured 
with a TLI493D sensor chip of Infineon. Figure 2 
shows the realized sensor patch.  

Fig. 2. Developed NFC-based magnet field meas-
urement sensor patch. 
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Description of the Measurement Setup 
Two medium-voltage cable samples of two me-
ters in length were prepared, with the sensor 
patches integrated for testing. These two pieces 
were connected in the measurement setup, 
forming a short circuit loop. A plug-through trans-
former is used to generate the current flow, and 
an external Rogowski coil controls the current 
level. A high-voltage transformer generates the 
11.55 kV, supplied to the connecting part of the 
cables forming the loop. The setup is shown in 
Figure 3. Commercially available NFC reader 
evaluation boards are used to read out the sen-
sor patches. In this case, it is the RE12 develop-
ment kit of Silicon Craft Technology.  

Fig. 3. Measurement setup within the high-voltage 
laboratory. 

Measurement Results 
To verify the measurement principle, the current 
is increased stepwise from 50A to 250A every 
few minutes, and the measurement results 
are recorded with the reader kit connected to a 
computer, refer to Figure 4. The NFC sensor 
patches can be read out using special com-
mands. As the NFC-based passive sensor patch 
is not intended for high sampling rates, the 
measured values depend on the current level of 
the 50 Hz current signal. The system is therefore 
strongly under-sampled, but as the current rep-
resents a periodic waveform, it is valid to sample 
over a longer time interval and capture the max-
imum occurring value. 

Fig. 4. Magnetic field (blue signal) versus applied 
current value (red signal). The current represents the 
effective value. 

In a further postprocessing step, the adjusted 
current value is transformed to a B field value by 
applying equation (2). Before that, the respective 
effective value must be converted to the peak-to-
peak value by multiplication with the factor of 
2*√2, as the sensor detects the magnetic field 
strength proportionally to the current signal. The 
table (1) shows the calculated values and the 
measurement results up to the tested maximum 
current level of 400 Veff.  
Tab. 1: Comparison of calculated values according 
to equation (2) and measured values.  

Ieff [A] Calculated [mT] Measured [mT] 

50 2.1 2.2 

150 6.4 6.9 

250 10.7 11.5 

300 12.8 14.4 

400 17.1 19.8 

Conclusion and Outlook 
Integrating a flexible sensor patch into a me-
dium-voltage line with NFC current read-out was 
shown and verified. The read-out system works 
without interference even under load conditions 
with applied high voltage and high current levels. 
Minor deviations between the measured and cal-
culated signal appear due to unstable control of 
the supplying current within the plug-trough 
transformer caused by temperature increase. In 
the next step, the sensor patch should be imple-
mented in the medium-voltage grid, to investi-
gate the behavior under real environmental con-
ditions.   
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an external Rogowski coil controls the current 
level. A high-voltage transformer generates the
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Measurement Results
To verify the measurement principle, the current 
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few minutes, and the measurement results
are recorded with the reader kit connected to a 
computer, refer to Figure 4. The NFC sensor 
patches can be read out using special com-
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In a further postprocessing step, the adjusted 
current value is transformed to a B field value by
applying equation (2). Before that, the respective
effective value must be converted to the peak-to-
peak value by multiplication with the factor of
2*√2, as the sensor detects the magnetic field
strength proportionally to the current signal. The
table (1) shows the calculated values and the
measurement results up to the tested maximum 
current level of 400 Veff.
Tab. 1: Comparison of calculated values according
to equation (2) and measured values.

Ieff [A] Calculated [mT] Measured [mT]

50 2.1 2.2

150 6.4 6.9

250 10.7 11.5

300 12.8 14.4

400 17.1 19.8

Conclusion and Outlook
Integrating a flexible sensor patch into a me-
dium-voltage line with NFC current read-out was
shown and verified. The read-out system works
without interference even under load conditions
with applied high voltage and high current levels.
Minor deviations between the measured and cal-
culated signal appear due to unstable control of 
the supplying current within the plug-trough 
transformer caused by temperature increase. In
the next step, the sensor patch should be imple-
mented in the medium-voltage grid, to investi-
gate the behavior under real environmental con-
ditions.
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Summary: 
The presented work focuses on developing an RFID sensor capable of being implemented on the 
rotor of a power generator of a hydro storage plant to enable condition monitoring of dedicated posi-
tions suffering under stress in terms of start-stop operation scenarios. The strain sensor value is read 
out wirelessly via a UHF RFID system, which either supplies the sensor or transmits its measurement 
result. The analyzed measurements done in a post-processing step prove the possibility of using such 
technology within the generator use case. 

Keywords: RFID sensor system, RFID technology, strain sensor, wireless measurement, sensor tag 

Introduction 
The generators in hydro storage plants are not 
operated continuously but are started and 
stopped as required. Due to this operation 
mode and also in case of load shedding result-
ing in overspeed conditions, high repetitive 
mechanical stress occurs at certain positions in 
the rotor, contributing significantly to the gener-
ator's aging. Available systems mainly just mon-
itor the torque by flanged transducers, but there 
are no measuring systems monitoring stress, 
for example at the pole plates. Also, reliable 
transmission of measured values in such a 
harsh environment, which is characterized by 
the metallic housing, the high rotor speed of 
nominally 500 rpm, the high excitation voltage 
of 10.5 kV, and the generated power of up to 
32 MVA, leading to high electromagnetic field 
strengths, remains challenging. The goal of this 
project was to develop a system that monitors 
the operating status of the rotor. On the one 
hand, it was necessary to find a suitable tech-
nology for transmitting measured values and, 
on the other hand, to realize a sensor that does 
not require an additional power supply. Addi-
tionally, the system should be as light as possi-
ble to avoid imbalance. Also, the fixture must be 
properly designed to avoid any damage to the 
generator in case of failure.  

Description of the System 
The proposed measurement system is based 
on ultra-high frequency (UHF) radio frequency 
identification (RFID) technology and consists of 
a commercially available reader unit and a de-
veloped passive sensor tag, [1,2]. Several ven-

dors on the market currently provide RFID ICs 
combined with the ability to connect to external 
sensor circuits directly or via a digital bus inter-
face. The main players are ASYGN, Farsens, 
Impinj and NXP. A chip of the type AS3212 
from ASYGN was used for the implemented 
solution. The AS3212 is the first UHF RFID 
product that embeds a full analog sensor inter-
face including a switched capacitor amplifier 
(SCA) and analog-to-digital converter (ADC) 
unit for monitoring external resistive sensors.  

As all main modules are integrated within this 
chip, just a few components to match the an-
tenna impedance, and the external sensor must 
be attached, refer to Figure 1.  

Fig. 1. Block diagram of the RFID sensor tag. 

One main challenge is the implementation of 
the system in the generator. The developed 
solution is based on integrating a commercially 
available ceramic patch antenna of the type 
ISPC.86A.09.0092E from Taoglas, working as a 
director element. The reflector is realized 
through a conductive plane, which is proposed 
to be in the shape of the blade of the fan wheel 
of the generator. The blade profile in front of the 
antenna is realized with PEEK material and 
both parts are screwed together and secured by 
Nord-lock washers with additional adhesive, 
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refer to Figure 2. The profile is important to 
avoid disturbances in the cooling airflow. Also, 
the blade weight with the integrated antenna is 
matched to the blade weight of the original one 
to stay balanced.      

Fig. 2. The developed fan blade is built up by two 
parts with an integrated antenna. 

As the connection to the sensing element must 
be as short as possible, the chip is integrated 
into a package with the matching network, and 
a long wire connects the antenna to the chip, 
refer to Figure 3. As this cable is a coaxial ver-
sion it is shielded from disturbances. This wire 
is accordingly bandaged around the rotor and 
additionally fixed by adhesive. To read out the 
sensor two antennas are mounted on the stator 
side within the generator’s housing that are 
connected to an RRU 4500 reader unit of 
Kathrein, refer to Figure 4.  

Fig. 3. Packaged RFID sensor with the connected 
strain sensor element SGT-2/1000-FB11 of OMEGA. 

Fig. 4. Configuration of the transmitter antennas. 

Measurement Results 
The system is tested within a predefined proce-
dure, where the turbine is first started up to start 
up the generator at a nominal speed of 
500 rpm. After 5 minutes, the excitation voltage 
is switched on. After a further 5 minutes, the 
load of 20 MVA is activated, and another 5 
minutes later, the generator is switched off 
again, refer to Figure 5. This step-by-step acti-
vation is necessary to examine the external 
influences on the measurement result. 

Fig. 5. Correlation of the measured ADC values 
(orange dots) with the generator characteristics, 
where the ochre curve represents the rpm value, the 
grey one the excitation voltage, and the green one 
the load cycle.  

Conclusion and Outlook 
Several test runs proved that strain on the de-
fined position of the rotor in a hydropower plant 
generator can be measured. However, some 
issues regarding disturbances in the measure-
ment result were identified, which need to be 
addressed in further optimization steps by 
providing a more stable power supply during 
the AD conversion.   
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Summary: 
Pyrolysis is a well-known decomposition technique under inert gas for the analysis of liquids and solids 
by analyzing the volatile decomposition products. This work presents the design of a low-cost pyrolyzer 
based on the Curie-Point method. Using a 1 mm diameter Fe50Ni50 wire, the pyrolyzer heats up the 
wire carrying the sample to 520 °C within 3.71 s, verified by an optical infrared thermometer. For demon-
stration, this pyrolyzer was coupled to a gas chromatograph-ion mobility spectrometer (GC-IMS) and 
tested with Actimel yoghurt samples. 

Keywords: Pyrolysis, Gas chromatography, Ion mobility spectrometry

Background, Motivation and Objectives 
For onsite quantification of volatile compounds in 
more complex backgrounds, a mobile gas chro-
matograph-ion mobility spectrometer (GC-IMS) 
is a good choice, as it provides decent separa-
tion power and low limits of detection in the pptV-
range while the instrumental effort is compara-
tively low. However, low- or non-volatiles need to 
be transferred into the gas phase before analysis 
by GC-IMS, e.g., by thermal desorption. Another 
well-known method is pyrolysis. 

Pyrolysis is defined as the thermal conversion 
process or decomposition of a sample in the ab-
sence of oxygen at temperatures exceeding 
250 °C. The exclusion of oxygen prevents sam-
ple combustion. Over time, three methods of 
heating the sample until chemical bonds break 
and more volatile decomposition products are re-
leased have been established: Inductively (in-
cluding the Curie-Point method) and resistively 
heated filaments as well as furnace pyrolyzers. 

The Curie-Point method is explained in detail by 
Sobeih et al. [1]. It uses ferromagnetic wires in-
ductively heated by a time-varying magnetic 
field. These wires are self-regulating at their spe-
cific Curie temperature, and thus allow for fast 
temperature ramping to their Curie temperature 
without any external temperature control. 

As commercially available pyrolyzers are large in 
size and therefore not suited for mobile applica-
tions, we present a simple, miniaturized and low-
cost setup. 

Design 
The Curie-Point method has been chosen due to 
the low instrumental complexity and the excel-
lent reproducibility as a consequence of the used 
physical effect for end temperature control. 

The Sectional view of the pyrolysis unit is visible 
in Figure 1. A 1 mm diameter ferromagnetic wire 
is used to minimize thermal mass. A glass liner 
from Agilent (5190-2292) flushed with nitrogen 
surrounds this wire. Around the glass liner is a 
single-wound copper coil with an inner diameter 
of 10 mm with a total of 15.5 windings. The coil 
has a total inductance of 600 nH. 

Figure 1 Sectional view of the pyrolysis unit structure 

The generated pyrolysis products are trans-
ferred through a heated transfer line into the sub-
sequent GC-IMS within pure nitrogen. The IMS 
is an ultra-fast polarity switching PCB-IMS with 
dual drift tubes for simultaneous recording of 
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positive and negative ions, as described by 
Hitzemann et al. [2]. 

The magnetic field in the coil is generated by a 
full bridge inverter with external frequency gen-
eration. A voltage-controlled oscillator allows for 
an adjustable frequency from 340 Hz to 1 MHz 
to control the full bridge inverter, which is fed by 
a supply voltage of up to 42 V. 

Results 
The rise time of the wire temperature and the 
temperature stability at Curie temperature were 
measured through the glass wall of the glass 
liner and a small gap between the windings of 
the coil using an optical infrared thermometer 
from Optris (CTlaser 3MH1 with CF2 lens giving 
a measurement spot of ≤ 0.5 mm and fast tem-
perature recording rate of 1 kHz). The rise time 
is defined as the time required for heating from 
10% to 90% of the Curie temperature beginning 
at ambient temperature. Unfortunately, the tem-
perature measurement range of the used infra-
red sensor starts at 150 °C, which is above the 
10% of the Curie temperature of the used wire, 
so that the rise time was estimated by using a 
linear regression fit function derived from the 
measured temperature ramp in the range from 
150 °C to 467 °C. The heating process is consid-
ered to be completed when the slope of the tem-
perature ramp falls below 10-3 K/s. The end tem-
perature is calculated as the mean value of the 
following thousand measuring points. Figure 1 
shows a measured heating curve of a 1 mm di-
ameter and 60 mm long Fe50Ni50 wire. The final 
temperature of 520 °C matches the specified 
Curie temperature of 520 °C. The full bridge in-
verter is operated at 500 kHz and supplied with 
20 V giving 60 of heating power. The tempera-
ture rise can be estimated to 3.7 s with a linear 
temperature ramp of 118.6 K/s from ambient 
temperature to 90% of the final temperature. 

Figure 2 Heating curve of the Fe50Ni50 wire. The end 
temperature of 520 °C matches the specified Curie 

temperature of 520 °C. The full bride inverter is oper-
ated at 500 kHz and supplied with 20 V. 

For demonstration of general feasibility, the de-
veloped pyrolyzer is coupled to a GC-IMS. Fig-
ure 2 shows the topographic plot of the measur-
ing results when analyzing an Actimel yoghurt 
sample. Therefore, the previously described wire 
was simply dipped into yogurt and was directly 
transferred into the pyrolysis unit. 

Figure 3 Topographic plot of an Actimel yogurt sample 
analyzed with Pyrolysis-GC-IMS. 
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sample. Therefore, the previously described wire
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Comparison of Point-to-Point LPWA Smart Sensors with Low-Power Local Mesh Networking Solutions for 
Industrial Refrigeration and Operational Parameter Detection 

In our presentation, we will outline the expectations for an effective IoT solution in industrial refrigeration, which is an excellent example. We 
will explore two distinct approaches to meet these requirements: cellular LPWA-based point-to-point solutions and local sub-GHz wireless ad-
hoc mesh network-based distributed sensor systems. Our comparison will focus on technical, practical, and economic factors, complemented 
by application examples for both technologies. 

We will discuss the challenges involved in parameter detection that support predictive maintenance, data collection for marketing purposes, 
and geolocation. Additionally, we will demonstrate how our E-IoT ecosystem addresses the needs of this industry by describing the complete 
asset chain, from sensors to the Cloud, encompassing wireless communication, Cloud services, and dashboard software. 

Our presentation will provide insights into our hardware solutions for smart sensors, as well as our battery-operated local sensor networks 
and their gateways, which are designed for long service life. 

We will include details on connectivity techniques, solution reliability, and data security protocols. On the hardware side, we will give an 
overview of the battery and circuit protection solutions that support operation in harsh environments. 

The presentation offers best practices for engineers and data scientists active in the field of parameter detection, and data processing to be 
able to use the best smart sensor configuration to gather data for their analysis. 

Endrich is committed to helping its customers leverage IoT technology to connect their traditional devices to networks and gather valuable data. 
This data can be utilized in a range of applications, including marketing, predictive maintenance, and remote monitoring. Our goal is simple: "We 
make your device smart." 
In this summary, we’ll showcase how we applied this approach to transform industrial refrigerators. 

Advanced Collection of Refrigerator Data 

Integrating traditional devices with the Internet opens a wide array of possibilities for collecting operational data and ensuring the appliance 
functions efficiently. By connecting for example a fridge or freezer to a cloud-based database, we can not only monitor its performance but also 
process and display this data in real time. This requires equipping the refrigerator with various sensors and a reliable communication channel, 
enabled by the hardware and software elements of the E-IoT (Endrich’s own Internet of Things ecosystem) concept. The primary goal is to gather 
data that helps maintain optimal operating conditions, thus ensuring that the refrigerator operates effectively while providing valuable insights 
into its usage patterns. Of course, this system applies to any devices that need additional IoT functions. 

Through continuous monitoring of critical parameters such as temperature and humidity, users can be assured that their refrigerator maintains 
the appropriate cooling environment for food storage. Additionally, these systems help to prevent mishaps such as the door being left open 
accidentally or detecting potential defrosting due to power cuts. The sensors can send alerts if such conditions arise, ensuring timely action to 
avoid food spoilage. This is particularly useful in cases where users are away from home for extended periods but still want to ensure that their 
stored food is safe. 

The telemetry unit installed in these refrigerators offers a level of predictive maintenance that was previously unavailable in traditional appliances. 
By analyzing data related to power consumption, noise levels, and vibrations, the system can detect early signs of wear and tear or impending 
failures. This preemptive approach allows for repairs or maintenance to be performed before the refrigerator breaks down entirely, potentially 
saving significant costs and inconvenience for the user. 

In terms of safety, the system plays a dual role. First, it monitors basic operational conditions, such as increasing internal temperatures, and can 
raise alarms if defrosting is imminent due to power failure or the door being left open. Second, it addresses the physical security of the appliance 
itself. For instance, built-in acceleration sensors or GPS-based tracking devices can alert the owner to unauthorized movement of the fridge, 
particularly in commercial or public spaces where theft or vandalism might be a concern. This ensures both operational and material safety are 
prioritized. 

The ability to control and monitor the temperature of the refrigerator, as well as track energy consumption, also contributes significantly to more 
economical operation. Businesses can use this data to optimize cooling cycles, reducing energy costs without compromising food safety. In 
commercial environments, such as grocery stores or convenience shops, monitoring door openings provides valuable insights. The frequency 
and duration of door openings can help businesses understand customer behavior, track inventory flow, and calculate sales patterns. This data-
driven approach can optimize store operations, minimize waste, and enhance marketing strategies. 

The Endrich smart refrigerator concept offers several hardware solutions, all built around easy-to-install sensor modules. These sensors collect 
data on various parameters and wirelessly transmit this information to a dedicated cloud database. Transmission is achieved either directly 
through a mobile phone network or via a local mesh WLAN (Wireless Local Area Network) using a GSM gateway. Temperature and humidity 
sensors, light intensity detectors, and mechanical sensors such as acceleration sensors and MEMS microphones are strategically placed inside 
the refrigerator compartment to monitor key metrics. 

For monitoring door status, the system offers flexibility. A magnetic sensor activated by the door magnet can detect when the door is opened or 
closed. Alternatively, a six-axis acceleration sensor can be used to measure the angle of the door opening, providing more detailed insights into 
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how the appliance is being used. Most of these sensor units are 
equipped with a backup battery offering seamless operation 
even in power failure situations. In freezers, where the harsh 
environment does not enable of using rechargeable batteries, 
special long-life disposable batteries are used. Depending on the 
frequency of data transmission, these low-power devices can 
operate for a long time and can report power failures as well 
thanks to the backup power solutions. 

Communication between the sensors and the central system 
operates on the sub-GHz (868/915 MHz ISM) band, a low-power 
wireless communication channel that supports the installation 
of individual sensors in various locations inside the refrigerator. 
This approach allows for more flexible sensor placement, 
enhancing the system's ability to monitor different aspects of 
the appliance simultaneously. All sensor units form a local mesh 
network, which is connected to a WLAN-LPWA or LTE (Low 

Power Wide Area or 4G) gateway. This gateway is usually integrated into a power consumption monitoring device, enabling it to transmit all 
collected data to the cloud via a specialized NB-IoT/LTE-M/2G or LTE GSM modem. 

The advantage of this setup is clear: it not only monitors a single refrigerator but can also handle multiple units located in the same commercial 
building. For instance, a chain of refrigerators in a grocery store or gas station can all be connected to the cloud using the same system. Since 
the gateway operates on mains voltage, there are no concerns about power consumption during frequent data transmissions. In case of a power 
outage, an integrated supercapacitor provides enough reserve energy to send out one or two final status messages, alerting the user to the power 
failure and triggering preventive actions. 

The LPWA communication technology (specifically NB-IoT) and the low-power ARM-M0+ microcontroller are designed to ensure long battery life 
for the sensors, minimizing the need for frequent recharging. This, combined with extremely low telecommunication costs—prepaid SIM cards 
can be purchased for just EUR 10, with 500 MB of data valid for 10 years—makes this an affordable and efficient solution for both consumers 
and businesses alike. 

In terms of data utilization, several software services are available. Standard options include a smartphone app for real-time monitoring, a Data 
Access API for developers to integrate the system with other platforms, and a web-based interface for administration and data visualization. 
Custom software solutions can also be developed to meet specific customer needs, allowing businesses to leverage this data for unique 
applications. 

In summary, by integrating our various sensors and IoT technologies into traditional refrigerators, we can transform them into smart appliances 
that offer a range of benefits. From improved energy efficiency and predictive maintenance to enhanced security and valuable business insights, 
these advanced systems represent the future of refrigeration in both residential and commercial settings. The ease of installation, combined with 
long-lasting, low-power operation, makes these solutions accessible and practical for various users, ensuring that refrigeration technology 
continues to evolve in line with the demands of modern life. 
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how the appliance is being used. Most of these sensor units are
equipped with a backup battery offering seamless operation
even in power failure situations. In freezers, where the harsh
environment does not enable of using rechargeable batteries,
special long-life disposable batteries are used. Depending on the
frequency of data transmission, these low-power devices can
operate for a long time and can report power failures as well
thanks to the backup power solutions.

Communication between the sensors and the central system
operates on the sub-GHz (868/915 MHz ISM) band, a low-power
wireless communication channel that supports the installation
of individual sensors in various locations inside the refrigerator.
This approach allows for more flexible sensor placement,
enhancing the system's ability to monitor different aspects of
the appliance simultaneously. All sensor units form a local mesh
network, which is connected to a WLAN-LPWA or LTE (Low

Power Wide Area or 4G) gateway. This gateway is usually integrated into a power consumption monitoring device, enabling it to transmit all
collected data to the cloud via a specialized NB-IoT/LTE-M/2G or LTE GSM modem.

The advantage of this setup is clear: it not only monitors a single refrigerator but can also handle multiple units located in the same commercial
building. For instance, a chain of refrigerators in a grocery store or gas station can all be connected to the cloud using the same system. Since 
the gateway operates on mains voltage, there are no concerns about power consumption during frequent data transmissions. In case of a power
outage, an integrated supercapacitor provides enough reserve energy to send out one or two final status messages, alerting the user to the power
failure and triggering preventive actions.

The LPWA communication technology (specifically NB-IoT) and the low-power ARM-M0+ microcontroller are designed to ensure long battery life
for the sensors, minimizing the need for frequent recharging. This, combined with extremely low telecommunication costs—prepaid SIM cards
can be purchased for just EUR 10, with 500 MB of data valid for 10 years—makes this an affordable and efficient solution for both consumers
and businesses alike.

In terms of data utilization, several software services are available. Standard options include a smartphone app for real-time monitoring, a Data
Access API for developers to integrate the system with other platforms, and a web-based interface for administration and data visualization.
Custom software solutions can also be developed to meet specific customer needs, allowing businesses to leverage this data for unique
applications.

In summary, by integrating our various sensors and IoT technologies into traditional refrigerators, we can transform them into smart appliances
that offer a range of benefits. From improved energy efficiency and predictive maintenance to enhanced security and valuable business insights,
these advanced systems represent the future of refrigeration in both residential and commercial settings. The ease of installation, combined with
long-lasting, low-power operation, makes these solutions accessible and practical for various users, ensuring that refrigeration technology
continues to evolve in line with the demands of modern life.
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Summary: This paper presents a shape-adaptive gripper concept based on a 3D-printed structure made from
TM5MED, filled with magnetorheological fluid (MRF). The gripper utilizes electromagnets to control the viscoelastic
properties of the MRF, allowing for rapid shape adaptation. High-performance strain sensors made from flexible
carbon nanotube (CNT) films measure pressure and deformation at the contact surface and along the sides, allowing
for nuanced force control. This design concept is particularly suited for robotic applications that require flexible and
safe object handling.

Keywords: Shape-adaptive gripper, smart material, magnetorheological material, strain gauge, Carbon nanotubes

Introduction
Handling fragile objects with different shapes is
one of the main challenges in robotics [1]. Differ-
ent grippers based on flexible materials, such as
powder-filled vacuum grippers, have been devel-
oped to address this issue [2].This work presents
a shape-adaptive gripper that can dynamically
adapt to different object shapes. The gripper is
based on a 3D-printed lattice structure and uses
magnetorheological fluid (MRF), which changes
its viscosity when exposed to a magnetic field.
Advances in materials science and manufactur-
ing are enabling the development of flexible grip-
pers that offer high precision and flexibility [1] [3].
MRF-based grippers achieve stiffness modula-
tion with a trigger time at the millisecond level,
substantially enhancing their efficiency in han-
dling complex objects. 3D printing is also
proving to be a key technology for producing
complex gripper structures and customised de-
signs [4] [5].
Control in adaptive grippers could potentially be
enhanced by incorporating flexible and stretch-
able strain and pressure sensors made from
Polymer/CNT (Carbon Nanotube) nanocompos-
ites. These sensors aim to provide continuous
data on deformation and applied force, which is
crucial for the careful handling of delicate mate-
rials. Due to their flexibility and ductility, these
sensors can adapt to the movements and shape
changes of the gripper, making them highly suit-
able for dynamic gripping tasks. Integrating
these sensors into robotic systems could signif-
icantly improve force control, thereby increasing
the stability and safety of the gripping process.
Initial research results indicate that this technol-
ogy could further improve the handling of com-
plex or fragile objects [6] [7].

Gripper design
The shape-adaptive gripper consists of a 3D-
printed pad with an inner lattice structure and an
outer shell made from TM5MED material. The
sponge-like lattice structure (see Fig. 1) provides
elasticity and ensures an even distribution of
the magnetorheological fluid, preventing sedi-
mentation. The stiffness of the MRF is intended
to be controlled by a 24 V DC electromagnet,
which regulates the material’s rigidity through a
magnetic field. The choice of a 24V system was
made to make optimal use of the existing power
supply in standard robotic systems.

Fig. 1: Computer-aided design (CAD) model of the
gripper’s internal sponge-like architecture and
electromagnet.

To enhance force control and prevent collisions,
flexible strain and pressure sensors based on
functionalized graphene nanoparticles were
integrated, see Fig. 2. These sensors contin-
uously detect deformation and applied forces,
allowing adaptation to object shapes and pre-
venting damage to the gripper from overload or
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collisions [6]:

• Strain Sensors: Positioned on the outer side
of the gripper, these sensors measure the
overall deformation of the structure, ensuring
the gripper adapts to the object’s shape with-
out compromising structural integrity.

• Pressure Sensors: Positioned at the contact
interface, they measure the force exerted on
the object, enabling immediate adjustment to
prevent damage, particularly when handling
fragile or irregularly shaped objects.

Fig. 2: Modeling Sketch of a parallel gripper.

Methods
The graphene-based strain and pressure sen-
sors provide feedback to control the gripping
process. The following methodology is em-
ployed:

Strain Measurement: Strain is calculated us-
ing the formula (1), where ϵ is the strain, ∆L
is the change in length, and L0 is the original
length. This data helps adjust the MRF stiffness
in real-time, allowing the gripper to conform to
the object’s shape.

ϵ =
∆L

L0
(1)

Pressure Measurement: Pressure is mea-
sured by (2), where P is the pressure, F is the
force applied, and A is the contact area. This
enables force adjustment, ensuring a secure grip
without damaging sensitive objects

P =
F

A
(2)

Sensor response: The relative change in re-
sistance of the graphene sensor, as described
in equation (3), provides continuous feedback
on strain and pressure. This feedback converts
mechanical changes into electrical signals. This
enables the gripper operation to be adapted.

∆R

R0
= f(ϵ, P ) (3)

Discussion
Integration of flexible strain sensors and MRF in
the shape-adaptive gripper is intended to enable
controlled flexibility and force modulation, with
the sponge-like structure considered a critical
component. Internal tubes may exert excessive
pressure under load or even rupture. The MRF
volume may be insufficient to achieve the re-
quired stiffness. Additionally, there is a risk of un-
even MRF distribution and sedimentation, which
could impair adaptability. Validation of structure
and flexibility is required for safe handling.

Conclusion
The shape-adaptive gripper utilizes MRF within
a 3D-printed sponge-like structure, promoting
even MRF distribution and preventing sedimen-
tation. Strain and pressure sensors allow for
variable stiffness and adaptation to object con-
tours, facilitating a secure grip during handling.
This technology is particularly suited for robotic
applications requiring high adaptability and force
control, especially when handling delicate or
complex-shaped objects.
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Summary:

The SI (2019) claims that the Avogadro constant NA may be used to redefine the mole. In particular, 
the expression NA = 6.022 140 76 × 1023 × mol-1 is a defining relation whose inversion provides the 
algebraic definition of the mole. This paper shows that the SI (2019) approach based on the defining 
relations that is used to redefine the other six base units does not apply to the mole.

Keywords: Avogadro constant, Avogadro number, Chemical measurements, Molar mass constant, 
Relative atomic mass

1. Introduction

This paper shows that the SI (2019) approach 
based on the defining relations that is used to 
redefine the other six base units (second, me-
ter, kilogram, ampere, kelvin, and candela)
does not apply to the mole. Let X denote a 
specified elementary entity of a stated sub-
stance, and N(X) denote the number of entities 
of type X in a sample. The SI (2006 and 2019) 
define amount of substance n(X) in that sample 
as n(X) = N(X)/NA, where (1/NA) is a proportion-
ality constant whose reciprocal NA is called the 
Avogadro constant. The SI (2019 § 2.3.1) calls 
the numerical value of NA the Avogadro num-
ber, conventional symbol {NA}. Then the SI 
(2019 § 2.3.1) declares that {NA} is equal to the 
fixed number of entities in one mole. This decla-
ration implies that one can substitute “1 mol” for 
n(X) and {NA} for N(X) in the SI definition NA =
N(X)/n(X). Then NA = {NA} × mol-1. Thus, the 
Avogadro number {NA} and the Avogadro con-
stant NA represent the same quantity; namely, 
the fixed number of entities in one mole. The 
Avogadro number {NA} is dimensionless. The 
Avogadro constant NA has the dimension mol-1.

The unit mole has had only two SI definitions. 
The SI (1970) definition of the unit mole (with a 
clarification added in 1980) is stated in the SI 
(2006 § 2.1.1.6) as follows. “…The mole … 
contains as many elementary entities as there 
are atoms in 0.012 kilogram of carbon 12….” 

The SI (1970) Avogadro number is “as many 
entities as the ratio of the mass 0.012 kg to the 
mass of one atom of carbon-12 (unbound, at 
rest and in ground state)”. The SI (1970) Avo-
gadro number {NA} defines the SI (1970) mole. 

The SI (2019 § 2.3.1) redefined the unit mole as 
follows. “… One mole contains exactly 6.022 
140 76 × 1023 elementary entities. ….” The SI 
(2019) Avogadro number is “exactly 6.022 140 
76 × 1023 elementary entities”. The SI (2019) 
definition of the mole consists of five sentences. 
The sentences 1, 2, and 5 define the mole 
completely. The SI (2019) Avogadro number 
{NA} defines the SI (2019) mole (sentences 1, 2, 
and 5) without referring to the Avogadro con-
stant NA.

2. The SI 2019 approach to redefine units
does not apply to the mole

The magnitude of a quantity and a value as-
signed to that magnitude are different concepts. 
In the SI, a value is expressed as the product of 
a number and a unit. In nature, the magnitude 
of a quantity is unvalued. Usually, a value is 
assigned to the magnitude of a quantity by 
measurement. An unvalued magnitude is the 
input, and the assigned value is the output of 
measurement. A value assigned to the magni-
tude of a quantity by measurement is a quanti-
tative description of that magnitude, and it car-
ries uncertainty. 
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The SI (2019) uses the magnitudes of the defin-
ing constants and their established values, ex-
pressed in terms of the previous units, to rede-
fine the units. A defining relation is an equation 
of the form: “magnitude of a defining constant = 
established numerical value × unit”. The SI 
(2019) inverts the defining relations to redefine 
(the magnitudes of) the units of the defining 
constants as proportional to the magnitudes of 
the defining constants as follows: “unit of a de-
fining constant = magnitude of a defining con-
stant / established numerical value”. The alge-
braic definitions of the units of the defining con-
stants so obtained are solved to define the oth-
er SI units. The units second, candela, and 
meter were redefined based on the defining 
constants ∆νCs, Kcd, and c in 1967, 1979, and 
1983, respectively. The SI (2019) redefines the 
other base units. 

Example: The defining relation corresponding to 
the transition frequency of the cesium-133 atom 
∆νCs is 

Here, ∆νCs is the constant magnitude of a prop-
erty of the cesium-133 atom. The product 9 192 
631 770 × s-1 is the established SI value of 
∆νCs. The time-duration (1/∆νCs) of one cycle of 
frequency ∆νCs is a constant that exists inde-
pendently of the magnitude of the unit of time, 
one second s, that is used to express its value. 
Therefore, the SI could logically use the defin-
ing relation (2.1) to redefine the unit s-1. By 
inverting (2.1), the SI redefined the unit s-1 of 
∆νCs as 

By rearranging (2.2), the algebraic definition of 
one second is 

Similarly, the SI (2019) units based on the six 
defining constants ∆νCs, c, h, e, k, and Kcd are 
redefined by solving the algebraic definitions of 
the corresponding units s-1, m s-1, kg m2 s-1, A s, 
kg m2 s-2 K-1, and cd sr kg-1 m-2 s3.  

An essential requirement to redefine the units 
via the defining relations is that each defining 
constant must have an intrinsic magnitude that 
exists independently of the magnitude of the 
unit which that constant is used to redefine (to 
avoid circular reasoning). The magnitudes of 
the six defining constants ∆νCs, c, h, e, k, and 
Kcd exist independently of the magnitudes of 

their units. Therefore, the SI could logically use 
the corresponding defining relations to redefine 
their units.  

The SI (2019 § 2.3.1) claims that the expres-
sion  

is the defining relation corresponding to the 
Avogadro constant NA, and the expression  

is the algebraic definition of the unit mole. 

The Avogadro constant NA expresses the fixed 
number of entities in one mole as the SI value 
NA = {NA} × mol-1 with the unit mol-1. The de-
scription of the Avogadro number {NA} com-
pletely defines both the mole and the Avogadro 
constant NA = {NA} × mol-1. So, the Avogadro 
constant NA does not have an intrinsic magni-
tude that exists independently of its unit mol-1. 
Therefore, the Avogadro constant NA does not 
satisfy an essential requirement of defining 
relations. Consequently, the Avogadro constant 
NA is not a defining constant, and the SI (2019) 
approach to redefine SI units based on defining 
relations does not apply to the mole. In particu-
lar, the expression (2.4) is not a defining rela-
tion, and the expression (2.5) does not define 
the mole. 

Disclaimer: The opinions, recommendations, 
findings, and conclusions contained in this arti-
cle do not necessarily reflect the views or poli-
cies of the National Institute of Standards and 
Technology (NIST) or the United States Gov-
ernment. 
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Summary:
This paper presents a fabrication technology for a piezoelectric pressure mapping sensor with a PVDF 
film sandwiched between metal wire electrodes. A new approach is proposed for a poling treatment of 
the polymer films, which is generally required to obtain a sufficient voltage output from the sensor, 
using a simple solution-based method of drop-casting onto the chemically modified electrode surface.
Here we report on the fabrication method and an investigation of the functionality of the fabricated 
novel mapping device, which can detect the applied position for a two-dimensional pressure mapping.

Keywords: pressure sensor, piezoelectric, PVDF, poling, surface modification

Introduction
Poly(vinylidene fluoride) (PVDF), an organic 
piezoelectric polymer, has so far been 
extensively studied for applications in flexible 
pressure sensors. To obtain a sufficient voltage 
output from pressure sensors based on
piezoelectric polymer materials, including PVDF,
a poling treatment of the polymer films is
generally required. The conventional poling 
method usually requires a rather high electric 
field or a high annealing temperature, which 
leads to an increase in the sensor fabrication 
cost. A new approach to poling piezoelectric 
polymers, on the other hand, has been 
proposed using a simple solution-based method 
[1,2]. By drop-casting a PVDF solution in a 
polar solvent onto a chemically modified gold 
(Au) electrode surface, we have successfully 
formed a β-PVDF film with high piezoelectric 
properties and improved the sensitivity of PVDF 
pressure sensors [3]. For application to tactile 
sensing, which has recently attracted attention 
in healthcare fields, we are currently trying to 
develop a novel mapping device that expands
the PVDF sensor to a two-dimensional (2D)
system. In terms of obtaining the flexibility of a 
2D device, these sensors using piezoelectric 
organic films have the advantage of requiring 
quite a simple fabrication method, whereas
inorganic materials-based sensors usually 
require a complicated nanofabrication process
to disperse the compressive stresses generated 

when pressure is applied. Here, we report on 
the fabrication method of a piezoelectric 
pressure mapping sensor with a β-PVDF film-
based simple structure, and an investigation of 
the functionality of the novel device to detect 
the applied position for a 2D pressure mapping.

Experimental
Figure 1 shows (a) a top view and (b) a 
schematic diagram of the fabricated mapping 
sensor. Au (~60 nm) is mask deposited on a 
plastic (PET) substrate as the bottom (x)
electrode and its surface is chemically modified 
with 1H,1H,2H,2H-perfluorodecanethiol (PFDT), 
a thiol agent with a high dipole moment.
Subsequently, a PVDF solution containing 
hexamethylphosphoric triamide (HMPA) and 
acetone is drop-casted onto the substrate and 
thermally dried to form a PVDF film (~100 μm). 
Au (~60 nm) is finally mask deposited as the 
top (y) electrode perpendicular to the bottom (x)
electrode. This novel method can thus provide 
the simplicity in fabrication process and 
reduction of the fabrication cost. The width of 
each Au wire on the sensor region is 150 μm, 
and the wire gap is 50 μm; i.e., the planar 
resolution is 200 µm. Electrical measurements 
were made independently at a single point 
(each three-dimensional intersection of the x
and y electrodes) when a pressure jig with a 
square protrusion of 600 μm per side was 
periodically applied to the sensor region (Fig. 2).
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Fig. 1. (a) Photo image of the fabricated mapping 
sensor with an enlarged view of the sensor region. 
(b) Three-dimensional  schematic of the sensor re-
gion. Each intersection of the x (bottom) and y (top)
electrodes becomes a single measurement point.

Fig. 2. Measurement system of the sensor device. 
A pressure jig with a square protrusion of 600 µm per 
side was periodically applied to the sensor region. 

Results 
Figure 3 shows the output voltage waveforms 
measured from point (x7,y5). It can be seen 
that a peak with an almost constant output 
voltage is reproducibly obtained by the 
periodically applying of the jig with protrusion. 
An increase ratio of the output voltage with the 
jig to without the jig is the largest at this point, 
reaching 34% (0.29 V → 0.39 V). Figure 4 
shows a mapping of the output increase ratio 
(%) obtained from each point (64 points in total). 
It was found that the pressure applied to each 
point was clearly differentiated with a resolution 
of 200 μm, from which the approximate area of 
the applied position (black dashed box in the 
map) can be detected. We thus concluded that 
a 2D pressure mapping was successfully 
demonstrated with the fabricated novel device. 
Our main current issue is to further improve the 
output voltage (sensor sensitivity) for detecting 
more detailed 2D shapes of the applied objects. 

Fig. 3. Output waveforms at point (x7,y5) for the 
case of (a) with the jig and (b) without the jig (uni-
formly applied to the whole sensor region). The red 
arrow indicates each applied instant (~5 N, ~40 ms). 
The output increase ratio reaches 34% at this point. 

Fig. 4. Color distribution map of the output increase 
ratio (%) at each measurement point. Each segment 
corresponds to the planar resolution of 200 µm per 
side. The black dashed box indicates the approxi-
mate area of the applied position (600 µm per side). 
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Summary: 
This study focuses on optimizing the fabrication of mid-wavelength infrared (MWIR) PbSe 
photodetectors, widely used in commercial, medical, environmental, industrial, and military 
applications due to their reliable, cost-effective performance at room temperature. Using chemical bath 
deposition (CBD), we identified unique snowflake-like patterns on PbSe surface, containing embedded 
nano-prisms. These formations are linked to PbSe recrystallization during the oxygen sensitization 
process. The research examines how these patterns evolve—forming, expanding, and eventually 
reducing—under varying oxygen exposure times and temperatures. Optimal detector performance is 
observed when snowflake density is highest, as indicated by enhanced photoluminescent (PL) output. 
Beyond a specific threshold, however, increased temperature leads to a reduction in pattern size and 
a decline in performance. By employing spectroscopic (PL/FTIR, UV-Vis) and structural (XRD, XPS, 
Hall-effect) analyses, the study demonstrates that snowflake morphology serves as a visible marker of 
ideal CBD conditions for producing high-sensitivity PbSe photoconductive detectors. 

Keywords: lead selenide, photoconductive detector, nano-particle, nano-prism, snowflakes, sensitivi-
ty, responsivity, photoluminescent, sensitization, chemical bath deposition (CBD). 

Introduction 
Mid-wavelength infrared (MWIR) lead selenide 
(PbSe) detectors, produced via chemical bath 
deposition (CBD), have become essential in 
various commercial fields, including environ-
mental monitoring, industrial sensing, medical 
diagnostics, and military applications. These 
detectors are favored for their reliability, cost 
efficiency, and effective room-temperature op-
eration, making them an ideal solution for di-
verse sensing needs. Recent studies have 
highlighted the formation of distinctive snow-
flake-like patterns on PbSe active layer during 
oxygen sensitization. These patterns, contain-
ing embedded nano- and micro-particles—
primarily nano-prisms—are thought to serve as 
visible indicators of PbSe recrystallization, re-
flecting crucial changes in detector properties 
and signaling optimal fabrication conditions. 

In this work, we build upon previous research 
by introducing a novel approach to develop 
nanostructured PbSe thin-film photoconductive 
detectors [1], using snowflake patterns on the 
active region as observable markers for the 
crystallization process [2-3]. By systematically 

examining the formation and evolution of these 
patterns under varying oxygen sensitization 
conditions, we establish a clear correlation be-
tween snowflake morphology and detector per-
formance. The characterization of these pat-
terns and their effects on device functionality 
was carried out using spectroscopic techniques 
(PL/FTIR and UV-Vis) alongside structural 
analyses (XRD, XPS, and Hall-effect measure-
ments). These methods confirm that snowflake 
density serves as a practical indicator for opti-
mizing CBD conditions, advancing the devel-
opment of high-performance PbSe detectors. 

Results and Discussion 
The results reveal key aspects of the snow-
flake-like pattern formation and its correlation 
with the performance of PbSe photodetectors. 
Figure 1(a) presents the initial appearance of 
snowflake patterns on the PbSe active surface, 
while Figure 1(b) highlights clusters of nano- 
and micro-particles beneath the snowflakes. 
Figure 2 shows the progression of snowflake 
patterns as a function of oxygen sensitization 
time at 415 °C, where the patterns first emerge, 
expand, and then reduce in size with prolonged 
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annealing. After wet-etching, Figure 3 reveals 
the active surface after removing the PbSe 
oxide phase, providing clearer insight into the 
pattern structure. 

In Figure 4, snowflake development is depicted 
across different oxygen sensitization tempera-
tures, showing a direct relationship between 
snowflake population density and the detector’s 
signal response. This trend is further supported 
by the photoluminescent (PL) data in Figures 5 
and 6, which demonstrate that shorter anneal-
ing times produce stronger PL signals at ele-
vated temperatures, such as 415 °C, particular-
ly at a wavelength of 4.0m. Figure 7 shows the 
FTIR spectra (relative responsivity) of a 1x1 
mm² PbSe detector at room temperature, indi-
cating a peak in responsivity that coincides with 
optimized snowflake morphology. 

Conclusion 
In conclusion, the snowflake patterns observed 
on the active area of the PbSe detector 
represent a recrystallization phenomenon, 
serving as a visible and reliable indicator of 
detector quality. This morphology directly 
correlates with optimized chemical bath 
deposition (CBD) conditions, enhancing 
photodetector sensitivity and providing a 
straightforward, cost-effective approach to 
advancing high-performance MWIR PbSe 
detectors for commercial applications.   

Fig. 1. A microscope photo showing the snow-
flakes patterns (a) and a SEM image of nano-/micro-
particles formed beneath them (b).  

Fig. 2. Microscope images as a function of oxygen 
sensitization time at 415 oC. (a) 1min, (b) 2.5min, 
(c)5min, (d)7.5min, (e)15min, and (f)20min.

Fig. 3. SEM images showing the site of the evolu-
tion of nano-/micro-particles embedded PbSe thin 
film beneath snow-flakes pattern as a function of 
oxygen sensitization time. (a) 1min, (b)2.5min, 
(c)5min, (d)7.5min, (e)15min, and (f) 20min.

Fig. 4. Microscope photos showing the evolution of 
the snowflakes patterns as a function of annealing 
temperature in oxygen atmosphere. (a) 350oC, (b) 
380oC, (c) 390oC, (d) 400oC, (e) 410oC, (f) 430oC. 

Fig. 5. PL spectra variation as a function of oxygen 
sensitization time with fixed 415 oC temperature.  

Fig. 6. PL intensity change as a function of oxygen 
sensitization time at =4.0m at 415oC temperature 
(corresponding to Fig. 2).  

Fig. 7. Typical Sensitivity (Relative Responsivity) at 
300K for 1x1mm2 PbSe Detector with 5V DC supply. 
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annealing. After wet-etching, Figure 3 reveals 
the active surface after removing the PbSe 
oxide phase, providing clearer insight into the
pattern structure.

In Figure 4, snowflake development is depicted
across different oxygen sensitization tempera-
tures, showing a direct relationship between
snowflake population density and the detector’s 
signal response. This trend is further supported
by the photoluminescent (PL) data in Figures 5 
and 6, which demonstrate that shorter anneal-
ing times produce stronger PL signals at ele-
vated temperatures, such as 415 °C, particular-
ly at a wavelength of 4.0m. Figure 7 shows the 
FTIR spectra (relative responsivity) of a 1x1 
mm² PbSe detector at room temperature, indi-
cating a peak in responsivity that coincides with 
optimized snowflake morphology. 

Conclusion
In conclusion, the snowflake patterns observed 
on the active area of the PbSe detector
represent a recrystallization phenomenon, 
serving as a visible and reliable indicator of
detector quality. This morphology directly 
correlates with optimized chemical bath
deposition (CBD) conditions, enhancing
photodetector sensitivity and providing a
straightforward, cost-effective approach to 
advancing high-performance MWIR PbSe
detectors for commercial applications.
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flakes patterns (a) and a SEM image of nano-/micro-
particles formed beneath them (b).  

Fig. 2. Microscope images as a function of oxygen
sensitization time at 415 oC. (a) 1min, (b) 2.5min,
(c)5min, (d)7.5min, (e)15min, and (f)20min.

Fig. 3. SEM images showing the site of the evolu-
tion of nano-/micro-particles embedded PbSe thin
film beneath snow-flakes pattern as a function of
oxygen sensitization time. (a) 1min, (b)2.5min,
(c)5min, (d)7.5min, (e)15min, and (f) 20min.

Fig. 4. Microscope photos showing the evolution of
the snowflakes patterns as a function of annealing
temperature in oxygen atmosphere. (a) 350oC, (b) 
380oC, (c) 390oC, (d) 400oC, (e) 410oC, (f) 430oC. 

Fig. 5. PL spectra variation as a function of oxygen 
sensitization time with fixed 415 oC temperature.

Fig. 6. PL intensity change as a function of oxygen
sensitization time at =4.0m at 415oC temperature 
(corresponding to Fig. 2). 

Fig. 7. Typical Sensitivity (Relative Responsivity) at
300K for 1x1mm2 PbSe Detector with 5V DC supply.
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Summary:
Split-ring resonators are electrical circuits, which enable highly sensitive readout of split capacity 
changes via measuring the shift in resonance frequency. Thus, functionalization of the sensitive area 
allows the development of selective sensors, where molecular interactions cause a change in permittiv-
ity and therefore a change in split capacity. Therefore, the split of a resonator is functionalized with 
metal-organic frameworks and the sensor response is investigated. Preliminary measurements show
that introducing the anesthetic sevoflurane results in a significant shift in the resonance frequency.

Keywords: Split-ring resonator, SRR, UiO-66, metal-organic framework, MOF

Introduction
Split-ring resonators (SRRs) are easy-to-manu-
facture electric circuits built of two microstrip 
lines structured on printed circuit boards. One 
microstrip line is formed to a ring with a split that 
serves as the sensitive area, resulting in a reso-
nator. The second microstrip line is used for cou-
pling an electromagnetic wave into and out of the 
split-ring structure. The split-ring structure works 
as a RLC series resonant circuit where the con-
ductor is the resistor, the ring is the coil, and the 
split is the capacitor. At resonance frequency, 
the electromagnetic wave couples into the split-
ring structure and the transmission via the sec-
ond microstrip line reaches a minimum. The res-
onance frequency changes with a change in the 
permittivity and conductivity of the sample in the 
split, resp. sensitive area. Therefore, SRRs are 
highly sensitive to changes of the electromag-
netic properties at the sensitive area and can be 
used as sensitive sensors to measure the prop-
erties of liquids [1,2] or gases [3,4]. Graphene or
carbon nanotubes are frequently employed as 
active surfaces for the detection of gases. An al-
ternative approach uses metal-organic frame-
works, which are currently being investigated in 
the context of sensor development [5].

Split-Ring Resonator
In the most basic setup, SRRs consist of a sim-
ple PCB with two microstrip lines, as shown in 
Fig. 1(a). Split-ring resonators can be described 

as RLC series resonant circuit with the basic 
equivalent circuit in Fig. 1(b). 

Fig. 1. (a) Schematic of a SRR consisting of a PCB 
with two microstrip lines, one for coupling electromag-
netic waves (transmission line) into the other formed 
to a ring with a split; (b) equivalent circuit of the SRR 
with the electrical resistance of the transmission line 
RMS, the coupling capacitance CK, the electrical re-
sistance of the ring RSRR, the inductance of the ring 
LSRR, the capacitance of the split CSplit and the para-
sitic capacitance Cp. Ohmic and dielectric losses of 
the split capacitor CSplit are represented by RSample [2]

From this very simple equivalent circuit diagram, 
the resonant frequency is obtained as a first ap-
proximation according to eq. (1), where CK cor-
responds to the coupling capacitor, CSplit is the 
split capacitor including the dielectric, Cp sum-
marizes the parasitic capacitances and LSRR is 
the inductance of the ring.

𝑓𝑓𝑟𝑟𝑟𝑟𝑟𝑟 =
1

2𝜋𝜋√𝐿𝐿𝑆𝑆𝑆𝑆𝑆𝑆∙𝐶𝐶
, 𝐶𝐶 = 𝐶𝐶𝐾𝐾∙(𝐶𝐶𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆+𝐶𝐶𝑆𝑆)

𝐶𝐶𝐾𝐾+𝐶𝐶𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆+𝐶𝐶𝑆𝑆
(1)
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MOF UiO-66 
Metal-organic frameworks (MOFs) are inor-
ganic-organic hybrid materials composed of in-
organic metal- or metal-oxo-nodes and organic 
linker molecules, which build up a framework 
structure with void spaces. Due to their high po-
rosity and extensive chemical tunability through 
e.g. linker modification or post-synthetic meth-
ods, MOFs have received considerable attention
over the last two decades in fields such as gas
storage and separation, catalysis or sensing [6].
This tunability allows MOFs to engage in selec-
tive and high-affinity interactions with specific
target molecules, enhancing their versatility in
various applications. However, most MOFs lack
chemical and thermal stability. A notable excep-
tion to this is the UiO-66-series, which displays
exceptional stability due to its highly connected
framework structure, formed by strong Zr-O co-
ordination bonds [7]. We aim to employ UiO-66-
type MOFs for gas sensing applications. Alt-
hough this MOF has previously been used for
both liquid and gas sensing, sophisticated detec-
tion methods, such as quartz-crystal microbal-
ances, have been required to monitor analyte in-
corporation [8].

Measurements 
Volatile anaesthetics are a potential hazard dur-
ing occupational exposure, pregnancy or in indi-
viduals with existing disposition to malignant hy-
perthermia [6]. Sevoflurane was therefore se-
lected as the analyte with the objective of devel-
oping a cost-effective sensor for trigger-free an-
aesthesia, which, up to now, can only be as-
sessed using larger measuring systems [7].  

Fig. 2. Change of resonance frequency and trans-
mission signal of the SRR functionalized with UiO-66-
MOF (circles) and the unfunctionalized SRR (crosses) 
plotted against the sevoflurane concentration. 

Fig. 2 shows the correlation between the sevoflu-
rane concentration and the SSR response when 
functionalized with UiO-66-MOF in comparison 
to the SRR without functionalization. The func-
tionalized SRR shows a significant resonance 
frequency shift of -1.23 MHz at a concentration 
of 58.8 ppm of sevoflurane and a difference in 
amplitude attenuation of 0.26 dB.  
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MOF UiO-66
Metal-organic frameworks (MOFs) are inor-
ganic-organic hybrid materials composed of in-
organic metal- or metal-oxo-nodes and organic
linker molecules, which build up a framework
structure with void spaces. Due to their high po-
rosity and extensive chemical tunability through
e.g. linker modification or post-synthetic meth-
ods, MOFs have received considerable attention
over the last two decades in fields such as gas
storage and separation, catalysis or sensing [6].
This tunability allows MOFs to engage in selec-
tive and high-affinity interactions with specific
target molecules, enhancing their versatility in 
various applications. However, most MOFs lack
chemical and thermal stability. A notable excep-
tion to this is the UiO-66-series, which displays
exceptional stability due to its highly connected 
framework structure, formed by strong Zr-O co-
ordination bonds [7]. We aim to employ UiO-66-
type MOFs for gas sensing applications. Alt-
hough this MOF has previously been used for 
both liquid and gas sensing, sophisticated detec-
tion methods, such as quartz-crystal microbal-
ances, have been required to monitor analyte in-
corporation [8].

Measurements
Volatile anaesthetics are a potential hazard dur-
ing occupational exposure, pregnancy or in indi-
viduals with existing disposition to malignant hy-
perthermia [6]. Sevoflurane was therefore se-
lected as the analyte with the objective of devel-
oping a cost-effective sensor for trigger-free an-
aesthesia, which, up to now, can only be as-
sessed using larger measuring systems [7]. 

Fig. 2. Change of resonance frequency and trans-
mission signal of the SRR functionalized with UiO-66-
MOF (circles) and the unfunctionalized SRR (crosses)
plotted against the sevoflurane concentration.

Fig. 2 shows the correlation between the sevoflu-
rane concentration and the SSR response when 
functionalized with UiO-66-MOF in comparison
to the SRR without functionalization. The func-
tionalized SRR shows a significant resonance
frequency shift of -1.23 MHz at a concentration
of 58.8 ppm of sevoflurane and a difference in
amplitude attenuation of 0.26 dB.
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Summary:  A pothole detection and monitoring system is designed and built to enhance maintenance 
planning by accurately localizing and assessing potholes as potential sources of danger for traffic. This 
multi-sensor system combines data from several sources. Two infrared cameras generate a depth 
image, an RGB camera captures visuals processed by AI-based algorithms for depth and segmentation, 
a radar sensor identifies surface irregularities, and a vibration sensor detects impacts from rough 
surfaces. By fusing the outputs of all sensors, the system achieves reliable pothole detection across 
diverse conditions. An integrated RTK GPS system helps to locate the events accurately. 

Keywords:  pothole detection, road surface observation, bicycle and pedestrian paths, depth imaging, 
stereo vision, radar analysis, vibration analysis, convolution neural network algorithms 

Introduction and Motivation 
As reported by the Germany Federal Statistical 
Office, a number of cyclist fatalities have been 
attributed to the lack of maintenance of cycling 
infrastructure [1]. This is largely attributed to the 
fact that many cities do not prioritize the 
development of such infrastructure [2]. These 
circumstances highlight the necessity for a 
system that can effectively detect and monitor 
potholes, with the aim of enhancing safety. 

The current approach to pothole detection relies 
on a combination of manual inspections, citizen 
reports, and automated methods based on 
stereo vision [3,4], convolutional neural network 
(CNN) algorithms [5,6], radar sensors [7,8] and 
vibrations sensors [9,10]. However, each 
method has its own limitations. For instance, 
vibration sensors have been observed to 
generate false positives on stone roads, while 
stereo vision and CNN algorithms have shown to 
perform poorly in low-light conditions. Such 
limitations highlight the necessity for an 
alternative methodology to enhance the 
reliability and adaptability of pothole detections. 
The proposed system overcomes the limitations 
of a single-sensor system by integrating a 
multiple-sensor approach, which provides 
bicycle localization, facilitating road 
maintenance planning. 

Sensor System 
The system is mounted on a bicycle at a height 
of 0.8 m with its sensors facing downward as 
illustrated in Figure 1. The system comprises 
three modules connected to a computer via 
USB: the Intel RealSense D455 depth camera, 
the Infineon DEMO BGT60UTR11AIP radar 

sensor, and the UBLOX ZED-F9R GPS sensor. 
Two lamps are employed to enhance visibility in 
low-light conditions. 

First, the depth camera computes a disparity 
map using stereo vision with two infrared 
cameras and an infrared projector, thereby 
enhancing depth accuracy on flat surfaces. 
Additionally, the module incorporates an RGB 
camera, which serves as an input for CNN 
algorithms to obtain depth and segmented 
images. The module Inertial-Measurement-Unit 
(IMU), comprising accelerometers and 
gyroscopes, is beneficial for the detection of 
vibrations. Next, the radar sensor employs the 
Infineon XENSIV 60 GHz platform, which is 
effective in distance and speed analysis in low-
light conditions. Then, the GPS sensor obtains 
the longitude, latitude and altitude of the bicycle. 
This sensor supports both Real-Time-Kinematic 
(RTK) and dead reckoning. Finally, by 
integrating the information from all the modules, 
the system accurately detects and monitors 
potholes. 

Fig. 1. Multi-sensor pothole detection system 
mounted on a bicycle at a height of 0.8 m 
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Results 
The results of two road deformation scenarios 
are presented in Figures 2 and 3, which 
comprise four images each. The top-left 
quadrant (A) of each figure displays the depth 
image derived from the disparity map, while the 
top-right (B) displays the RGB image. In the 
bottom-left (C), the depth image generated by 
the "Depth Anything" CNN algorithm [11] is 
presented. Finally, the bottom-right (D) shows 
the image segmentation produced by the 
"Segment Anything" CNN algorithm [12]. 

Figure 2 illustrates a scenario featuring a road 
and a sidewalk. The disparity-based and the 
CNN-derived depth image both demonstrate a 
clear depth difference between the road and 
sidewalk. Additionally, the drain is visible in both 
images, with the CNN algorithm exhibiting 
superior performance. In the image 
segmentation, different segments are accurately 
identified from the RGB image. 

Figure 3 illustrates a forested scenario with a 
bicycle path traversing it. The disparity-based 
depth image highlights a hole adjacent to the 
road, as well as leaves and rocks on the path. 
The CNN-derived depth image, while successful 
in detecting the leaves and rocks, does not 
capture the hole with the same accuracy. 
Conversely, the image segmentation identifies 
different segments derived from the RGB image. 

Fig. 2. Road, Sidewalk and drain. 
(a) Disparity-based depth image, (b) RGB image,
(c) CNN-derived depth image [11],
(d) Image segmentation [12]

Fig. 3. Bicycle path traversing a forested area. 
(a) Disparity-based depth image, (b) RGB image,
(c) CNN-derived depth image [11],
(d) Image segmentation [12]

Conclusions 
The study presents a multi-sensor system for the 
detection and monitoring of potholes on cycling 
paths, with the objective of enhancing cyclist 
safety. By analysing depth data from disparity-
based methods and CNN-derived algorithms, 
the system can detect the presence of potholes 
or deformities with reliability in multiple 
scenarios. This approach is further enhanced by 
performing the RGB image segmentation. The 
results validate the system's capacity to detect 
surface irregularities. 
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Results
The results of two road deformation scenarios
are presented in Figures 2 and 3, which
comprise four images each. The top-left
quadrant (A) of each figure displays the depth
image derived from the disparity map, while the
top-right (B) displays the RGB image. In the
bottom-left (C), the depth image generated by
the "Depth Anything" CNN algorithm [11] is
presented. Finally, the bottom-right (D) shows 
the image segmentation produced by the
"Segment Anything" CNN algorithm [12].

Figure 2 illustrates a scenario featuring a road 
and a sidewalk. The disparity-based and the
CNN-derived depth image both demonstrate a
clear depth difference between the road and
sidewalk. Additionally, the drain is visible in both 
images, with the CNN algorithm exhibiting
superior performance. In the image
segmentation, different segments are accurately 
identified from the RGB image.

Figure 3 illustrates a forested scenario with a 
bicycle path traversing it. The disparity-based 
depth image highlights a hole adjacent to the
road, as well as leaves and rocks on the path.
The CNN-derived depth image, while successful 
in detecting the leaves and rocks, does not 
capture the hole with the same accuracy. 
Conversely, the image segmentation identifies
different segments derived from the RGB image. 

Fig. 2. Road, Sidewalk and drain.
(a) Disparity-based depth image, (b) RGB image,
(c) CNN-derived depth image [11],
(d) Image segmentation [12]

Fig. 3. Bicycle path traversing a forested area. 
(a) Disparity-based depth image, (b) RGB image,
(c) CNN-derived depth image [11],
(d) Image segmentation [12]

Conclusions 
The study presents a multi-sensor system for the
detection and monitoring of potholes on cycling
paths, with the objective of enhancing cyclist
safety. By analysing depth data from disparity-
based methods and CNN-derived algorithms,
the system can detect the presence of potholes
or deformities with reliability in multiple
scenarios. This approach is further enhanced by
performing the RGB image segmentation. The 
results validate the system's capacity to detect 
surface irregularities.
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Summary: 
DCC (digital calibration certificate) is in the starting blocks. The PTB working groups and countless 
experts from industry are contributing to the standardization and machine readability of the DCC and 
are in the final sprint [1]. The advantages of the DCC result from the automated management of thou-
sands of sensor calibrations, and the associated economic savings are estimated at several billion euros 
per year in Germany only. This article shows another important aspect: the user-friendly simplification 
of complex calibration data. 
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Introduction 
When the advantages of the DCC are discussed 
among experts, the focus is on simplifying the 
handling of large quantities of calibration certifi-
cates. For example, in a chemical factory where 
thousands of process monitoring sensors are in-
stalled and need to be traced back, an uninter-
rupted digital chain without media changes from 
the calibration laboratory to the application can 
save enormous amounts of time and greatly re-
duce the potential for errors. 

However, the DCC is not only of interest in the 
cases mentioned above, but also in cases where 
complex data occur which are related to each 
other in some way. Or where large volumes of 
data are generated. A sensor that can metro- 
logically competent reduce such complex data 
and present its performance to the user as 
simply as possible is called a smart sensor. The 
DCC can transport all the information required 
for a smart sensor. If the DCC is also crypto-
graphically signed and stored on the sensor, a 
complex structure becomes a plug-and-play de-
vice. 

Multi-component sensors are complex 
Multi-component sensors are widely used in in-
dustrial applications like testing of components 
or structures, in robotics or crash testing in the 
automotive industry. These sensors provide in-
formation on externally applied forces and mo-
ments, usually oriented in a cartesian coordinate 
system. In most cases, monolithic base bodies 
made of steel or aluminium with strain gauge 

applications are used. These monolithic bodies 
exhibit a more or less good decoupling of the ex-
ternally introduced force and moment vectors. 
The residue of the decoupling is often called 
crosstalk. This means a sensor that measures 
three forces and three moments requires at least 
6 x 6 elements for its characterization. As the be-
havior can also have non-linear components, 
this can result in a multiple of the 6 x 6 matrix. 
It's easy to lose overview, apart from the fact that 
it's also not easy to check the accuracy or meas-
urement uncertainty of the sensor. And it's even 
easier to lose focus when the expertise lies in the 
task of testing components or structures, in ro-
botics or crash testing - and not in metrological 
subtleties. 

State of the art of multi-component sensors 
and their calibration 
There are countless multi-component sensor de-
signs, each tailored to its application, and very 
little uniformity, for example in the testing area or 
in robotics. Only a few applications today allow 
integrated sensors, i.e. with corresponding am-
plification electronics, as the limited installation 
space of the integrated electronics may have a 
negative impact on the accuracy of the sensors. 
Apart from that, there are still not many calibra-
tion laboratories [2] that can calibrate multi-com-
ponent sensors with the required precision and 
create a DCC with the necessary information for 
a smart sensor. However, with the increasing 
miniaturization of electronics and the increasing 
digital compensation possibilities, the number of 
possible applications is growing continuously. In 
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general, there are still no smart multi-component 
sensors, even if some manufacturers describe 
them as such. It is up to the smart user to config-
ure their system, controller and electronics ac-
cordingly. Today, it is not enough just to have ex-
pertise in individual specialist areas - metrologi-
cal expertise is also required. 

DCC is the basis of a smart sensor 
The steps that make up a smart multi-component 
sensor are as follows: 

1. The sensor has an integrated or perma-
nently connected (assigned) amplifier elec-
tronics

2. The electronics have one or more digital in-
terfaces, which allows the transmission of
data as well as the transmission of a DCC

3. The electronics have sufficient memory for
DCC storage

4. The amplifier electronics understands the
machine-readable DCC and configures itself
accordingly

5. The multi-component sensor is calibrated in
a laboratory, whereby the complexity of the
sensor is considered and metrologically re-
duced to the data relevant for the application

6. The laboratory stores the cryptographically
signed DCC on the sensor

7. The sensor is now plug-and-play - it spits out
the metrologically evaluated data and pro-
vides the traceable calibration certificate

Of course, such systems are already in use in a 
similar form at some institutions. The revolution-
ary thing about the DCC is that the harmoniza-
tion by the PTB and countless industry experts 
has created a globally standardized work. This 
provides a real basis for metrologists in calibra-
tion laboratories to competently calibrate the 
complex multi-component transducers and con-
figure them using the DCC, so that the user 
– worldwide – does not have to make any com-
plicated settings and is able to concentrate on its
original tasks.

Requirements on calibration procedure 
Unfortunately, there are no standardized calibra-
tion guidelines for multi-component sensors. 
This technical area is still in a development 
phase. There are various approaches to cali-
brate the forces and moments. For a smart sen-
sor, moment-free forces and force-free moments 
are of course the first choice. The calibration pro-
cedure should provide information on the contri-
bution’s resolution, linearity, hysteresis, zero-re-
turn, repeatability and reproducibility and creep, 
unless the sensor is used in such a specific way 
that individual contributions can be excluded. To 
carry out the calibration as closely as possible to 
the application, mixed loads should also be ap-
plied in addition to uniaxial loads. 

Fig. 1.  Multi-component standard machine for uni-
axial loading and mixed loading, performing forces 
moment-free and moments force-free 

Requirements on DCC data 
The certificate must contain at least the correc-
tion matrix with which the individual signals of the 
sensor are converted into the forces and mo-
ments. This is at least a 6 x 6 matrix, but can also 
be an 8 x 6 matrix, for example, if the transducer 
body has eight measuring bridges. And, as al-
ready mentioned, a multiple of the correction ma-
trix may also be necessary for non-linear behav-
ior.  

A very important point for a smart multi-compo-
nent sensor is the calculation of an uncertainty 
vector: as the forces and moments introduced 
are not scalar but vectorial, the calculated meas-
urement uncertainty is also a vectorial quantity. 
Consequently, the DCC should also communi-
cate the information for calculating this uncer-
tainty vector to the smart sensor so that it calcu-
lates all measured values with the corresponding 
uncertainty vector. 

Conclusion 
With a DCC, it is possible to have complex re-
quirements solved by experts from the calibra-
tion laboratories, so that the sensor user can 
concentrate on his core tasks. 
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general, there are still no smart multi-component
sensors, even if some manufacturers describe 
them as such. It is up to the smart user to config-
ure their system, controller and electronics ac-
cordingly. Today, it is not enough just to have ex-
pertise in individual specialist areas - metrologi-
cal expertise is also required.

DCC is the basis of a smart sensor
The steps that make up a smart multi-component
sensor are as follows:

1. The sensor has an integrated or perma-
nently connected (assigned) amplifier elec-
tronics

2. The electronics have one or more digital in-
terfaces, which allows the transmission of 
data as well as the transmission of a DCC

3. The electronics have sufficient memory for
DCC storage

4. The amplifier electronics understands the 
machine-readable DCC and configures itself 
accordingly

5. The multi-component sensor is calibrated in 
a laboratory, whereby the complexity of the
sensor is considered and metrologically re-
duced to the data relevant for the application

6. The laboratory stores the cryptographically
signed DCC on the sensor

7. The sensor is now plug-and-play - it spits out 
the metrologically evaluated data and pro-
vides the traceable calibration certificate

Of course, such systems are already in use in a
similar form at some institutions. The revolution-
ary thing about the DCC is that the harmoniza-
tion by the PTB and countless industry experts
has created a globally standardized work. This
provides a real basis for metrologists in calibra-
tion laboratories to competently calibrate the 
complex multi-component transducers and con-
figure them using the DCC, so that the user 
– worldwide – does not have to make any com-
plicated settings and is able to concentrate on its 
original tasks.

Requirements on calibration procedure
Unfortunately, there are no standardized calibra-
tion guidelines for multi-component sensors. 
This technical area is still in a development
phase. There are various approaches to cali-
brate the forces and moments. For a smart sen-
sor, moment-free forces and force-free moments
are of course the first choice. The calibration pro-
cedure should provide information on the contri-
bution’s resolution, linearity, hysteresis, zero-re-
turn, repeatability and reproducibility and creep, 
unless the sensor is used in such a specific way
that individual contributions can be excluded. To
carry out the calibration as closely as possible to 
the application, mixed loads should also be ap-
plied in addition to uniaxial loads.

Fig. 1. Multi-component standard machine for uni-
axial loading and mixed loading, performing forces
moment-free and moments force-free

Requirements on DCC data
The certificate must contain at least the correc-
tion matrix with which the individual signals of the 
sensor are converted into the forces and mo-
ments. This is at least a 6 x 6 matrix, but can also 
be an 8 x 6 matrix, for example, if the transducer 
body has eight measuring bridges. And, as al-
ready mentioned, a multiple of the correction ma-
trix may also be necessary for non-linear behav-
ior.

A very important point for a smart multi-compo-
nent sensor is the calculation of an uncertainty
vector: as the forces and moments introduced 
are not scalar but vectorial, the calculated meas-
urement uncertainty is also a vectorial quantity. 
Consequently, the DCC should also communi-
cate the information for calculating this uncer-
tainty vector to the smart sensor so that it calcu-
lates all measured values with the corresponding
uncertainty vector.

Conclusion
With a DCC, it is possible to have complex re-
quirements solved by experts from the calibra-
tion laboratories, so that the sensor user can 
concentrate on his core tasks.
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Summary:
Precise borehole length measurements are demanded in manufacturing and surgery, ideally with no 
additional time but as integrated part of the drilling process. For this purpose, an automatic detection of 
the material front and back surface position is proposed while monitoring the feed forward. The solution 
approach is realized by using a multisensory drive train and designing the signal processing for the 
sensor data fusion. As a result of experimental tests, the approach is validated, demonstrating an auto-
matic measurement of the borehole length during drilling with a measurement uncertainty of 0.17 mm.

Keywords: Drilling, process monitoring, multisensory, composites, measurement uncertainty.

1. Introduction
In bone surgery, the fixation of metal implants on 
bones with screws requires to drill holes into the 
bones. Due to the small access to the bone, the 
borehole length measurement for the correct 
screw choice is difficult and could be improved 
by an integrated, automated length measure-
ment during the drilling process. 

Sorg et al. [1] published an approach for deter-
mining the borehole length when drilling pig 
bones by using a multisensory drive train and a
manual analysis of the signals´ amplitudes in 
time domain. Guan et al. [2] proposed a method 
to detect the start and end of drilling in spinal 
pedicle screws by measuring both force and
acoustic emission (AE) signals and processing 
them through an FFT, in the range of 10 kHz and 
15 kHz. Furthermore, a method for the automatic
drill breach detection during spine pedicle drilling 
based on vibroacoustic sensors has been devel-
oped by evaluating the spectrograms from the 
signals and using a neural network [3]. However, 
an uncertainty analysis for the borehole length 
was not conducted.

Therefore, the two aims of this paper are design-
ing a signal processing for the automatic multi-
sensory measurement of the borehole length 
during the drilling in bone-like inhomogeneous 
materials and determining the achievable meas-
urement uncertainty. Here, the experiments are
performed with an inhomogeneous composite 
material to mimic the structure of a bone.

2. Principle of the solution approach
The technological basis is the multisensory drive 
train proposed in [1], Fig. 1.

Fig. 1. Multisensory drive train from [1].

The drilling process rotational speed n and the
feed velocity vf are controlled and recorded, as 
well as the axial oscillation frequency f excited by 
a voice coil.

The signals of two integrated sensors (current 
sensor and reflective photoelectric sensor, RPS)
are evaluated for deriving the front and the back 
surface position of the workpiece from in-pro-
cess measurements. An additional optical sen-
sor is used to measure the distance between the 
workpiece´s clamping and a fix structure on the 
drilling machine, which allows to measure the 
feed velocity during the process.

The current sensor installed on the rotary drive 
is used to indirectly measure the torque acting 
on the drill during the cutting process. The RPS 
mounted on the output movable shaft measures 
the relative distance between the sensor and a 
reference surface fixed on the shaft, which pro-
vides a measure for the acting feed force.

3. Experimental results
The experimental results related to the automatic 
multisensory method for measuring the borehole 
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length are based on a sensor signal analysis, 
which jointly evaluates the behavior of all sensor 
signals in time domain, see Fig. 2. 

Fig. 2. Automatic multisensory measurement method 
of borehole length based on time domain signal pro-
cessing. 

Both the torque (Fig. 2-a) and feed force (Fig. 2-
b) are obtained by filtering the original measured
signals in order to eliminate inherent process
noise. The combined analysis of both torque and
feed force shows that there is a correlation be-
tween these signals. The initial slope observed
in the torque and feed force refers to the instant
in time in which the drill gets in contact with the
workpiece W (material: composite with two PVC
external layers and one internal polystyrene rigid
foam XPS layer), whereas the drop of both sig-
nals noted in the end of the time duration refers
to the breakthrough instant of the tool.

The feed force shows a higher sensitivity 
throughout the drilling process when compared 
with the torque sensor. This characteristic is 
used to recognize the initial contact between the 
tool and workpiece, which is defined by the inter-
section of the tangential line to the ground noise 
with an added threshold Th and the best fit line L 
from the inflexion point A to the immediate 
change in curvature B (Fig. 2-b, zoomed view of 
point 1). The point in time associated with the 
breakthrough is then determined based on the 
maximum value shown by the torque signal (Fig. 
2-a, zoomed view of point 2) which also matches
the feed force signal for the given time instant.
The time interval between the detected initial
workpiece contact and the breakthrough repre-
sents the drilling duration t1-2. The pattern shown
by the distance signal (Fig. 2-c) confirms that vf
is constant throughout the drilling process and
equals the set value of 0.5 mm/s. By using the
combined information from all the sensors, the
borehole length Lb is then determined by multi-
plying the time duration t1-2 by vf:

Lb = t1-2  vf     (1)
Fig. 3 shows the Lb values achieved when drilling 
the workpiece by using constant process param-
eters (n, vf and f).  

Fig. 3. Automatic borehole length Lb throughout exper-
imental repetitions. 

The measured Lb values are distributed around 
the mean µ = 25.2 mm (blue dashed line) with a 
small standard deviation σ = 0.06 mm, thus indi-
cating a good precision afforded by the proposed 
sensor analysis. Considering both the Lb repeat-
ability and the reference system resolution of 
0.05 mm as the main sources of errors, and as-
suming a calibration to compensate for systemic 
errors, the achieved expanded measurement 
uncertainty for a confidence level of 95 % 
amounts to 0.17 mm.  

4. Conclusion and Outlook
An automatic multisensory method for the indi-
rect measurement of the borehole length during 
drilling of inhomogeneous composite material 
has been presented. The method relies on the 
evaluation of three different sensor signals to 
recognize both the initial and the breakthrough 
positions between the drill and the workpiece. 
This has resulted in sufficiently precise measure-
ments of the machined borehole length, so that 
a systematic error dominates that requires a cal-
ibration. Therefore, next working steps are the 
in-depth understanding of the cause-effect chain 
between the mechanical machining and the sen-
sor signals for improving the accuracy, as well as 
the investigation of additional sensors regarding 
their influence on minimizing the achievable total 
measurement uncertainty of the borehole length. 
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length are based on a sensor signal analysis, 
which jointly evaluates the behavior of all sensor 
signals in time domain, see Fig. 2.

Fig. 2. Automatic multisensory measurement method 
of borehole length based on time domain signal pro-
cessing.

Both the torque (Fig. 2-a) and feed force (Fig. 2-
b) are obtained by filtering the original measured 
signals in order to eliminate inherent process
noise. The combined analysis of both torque and
feed force shows that there is a correlation be-
tween these signals. The initial slope observed
in the torque and feed force refers to the instant
in time in which the drill gets in contact with the
workpiece W (material: composite with two PVC
external layers and one internal polystyrene rigid 
foam XPS layer), whereas the drop of both sig-
nals noted in the end of the time duration refers
to the breakthrough instant of the tool.

The feed force shows a higher sensitivity
throughout the drilling process when compared
with the torque sensor. This characteristic is
used to recognize the initial contact between the
tool and workpiece, which is defined by the inter-
section of the tangential line to the ground noise
with an added threshold Th and the best fit line L
from the inflexion point A to the immediate
change in curvature B (Fig. 2-b, zoomed view of
point 1). The point in time associated with the 
breakthrough is then determined based on the 
maximum value shown by the torque signal (Fig.
2-a, zoomed view of point 2) which also matches
the feed force signal for the given time instant. 
The time interval between the detected initial
workpiece contact and the breakthrough repre-
sents the drilling duration t1-2. The pattern shown
by the distance signal (Fig. 2-c) confirms that vf
is constant throughout the drilling process and
equals the set value of 0.5 mm/s. By using the
combined information from all the sensors, the 
borehole length Lb is then determined by multi-
plying the time duration t1-2 by vf:

Lb = t1-2  vf (1)
Fig. 3 shows the Lb values achieved when drilling 
the workpiece by using constant process param-
eters (n, vf and f). 

Fig. 3. Automatic borehole length Lb throughout exper-
imental repetitions.

The measured Lb values are distributed around
the mean µ = 25.2 mm (blue dashed line) with a 
small standard deviation σ = 0.06 mm, thus indi-
cating a good precision afforded by the proposed
sensor analysis. Considering both the Lb repeat-
ability and the reference system resolution of 
0.05 mm as the main sources of errors, and as-
suming a calibration to compensate for systemic
errors, the achieved expanded measurement
uncertainty for a confidence level of 95 %
amounts to 0.17 mm.

4. Conclusion and Outlook
An automatic multisensory method for the indi-
rect measurement of the borehole length during 
drilling of inhomogeneous composite material
has been presented. The method relies on the
evaluation of three different sensor signals to 
recognize both the initial and the breakthrough
positions between the drill and the workpiece. 
This has resulted in sufficiently precise measure-
ments of the machined borehole length, so that 
a systematic error dominates that requires a cal-
ibration. Therefore, next working steps are the
in-depth understanding of the cause-effect chain 
between the mechanical machining and the sen-
sor signals for improving the accuracy, as well as
the investigation of additional sensors regarding
their influence on minimizing the achievable total
measurement uncertainty of the borehole length. 
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Summary: In this paper a wireless sensor network for measuring large scale components is presented. Accordingly,
the methods of previous works for basic position calculations [1] and determining measurement uncertainties [2] are
combined to implement a fully operational measurement system. Furthermore, a minimal-cost path is employed to
optimize uncertainty in probe positioning calculations. Additionally, an approach for determining the structure shape
via a least-square fit is demonstrated taking into account position uncertainty of each sensor probe. In order to
demonstrate the feasibility a real-world measurement is presented.

Keywords: Sensor Network, Wireless, Shape Measurement, Large Structures Measurement, Least-Square-Fit

Motivation

Often it is not possible to measure the shape of a
large object in real-time due to the large amount
of time required. Therefore, we propose a wire-
less sensor network for determining the structure
shape in real-time via distributed and intercon-
nected sensors attached to the surface. Each
probe measures the surface normal at its po-
sition and the distance to its directly neighbor-
ing probes. In recent works we demonstrated
the construction of a sensor network capable of
measuring the shape of an object in real time
[1]. Additionally, we estimated the uncertainty
of such a sensor network in accordance with
the ”GUM” [3], resulting in an application depen-
dent quality indication for uncertainty [2]. More-
over, we investigated the uncertainty estimation
through the utilization of a Monte Carlo method
employing a least squares fit, as detailed in [4].
In this work we want to combine the previous
methods to prove the working principle within a
network consisting of 22 sensor probes and 48
connections. Furthermore, we want to show the
needed calculations to determine the shape of
an object. The component with the sensor net-
work is shown in Fig. 1.

SC
1

Fig. 1: Measurement object with the applied sensor
network consisting of 22 sensor probes.

Shape Calculation
For the shape calculations each sensor probe
position has to be evaluated in a reference probe
coordinate system, which is used to translated
into the component coordinate system. In our
setup probe #1 (lower right in Fig. 1) is used as
a reference probe denoted with the superscript
”C”. Due to the network structure each position
can be calculated along serval paths. However,
it is more practical to use the path with the low-
est position uncertainty. This can be achieved by
determining the minimal cost path by using the
A*- Algorithm from [5]. Since the network can
also mathematically be described as an undi-
rected graph. The network structure with its in-
terconnections is shown in Fig. 2. As weights
between the nodes the Euclidean distance un-
certainty of the probes position is used by apply-
ing the estimations from [2]. The result is a tree
with interconnections, where the path through
the branches with the lowest position uncertainty
in respect to the reference node coordinate sys-
tem is determined.

Fig. 2: Network structure of the applied sensor
network from Fig. 1 with 22 nodes and 48
connections.
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Fig. 3: Shape calculation of the component from Fig. 1 in phase 1 and phase 2, showing a deflection in Z direction
to the phase 0. Results visualized as heat map with attached sensor network, minimal uncertainty path marked in
red.

Subsequently, the surface shape can be re-
constructed using a two-dimensional polynomial
via a least-squares fit. The positions with the as-
sociated uncertainties are used for the fit calcu-
lation. For position estimation also the angles of
the measuring probes can be used, as the angle
information corresponds to the slope of the sur-
face at the calculated probes position, respec-
tively. This can be realized by extending the fit
algorithm with the first derivative of the polyno-
mial.

Measurement
Figure 3 shows the deformation resulting from
lifting the component’s edge ≈ 6mm generating
a torsional load on the component. The mea-
surement is divided into three phases. Phase 0:
initial shape, structure lies flat on the floor, phase
2: uplift of rear left corner and phase 2: uplift of
front left corner. The two upper graphs show the
calculated shapes of the component in phases 1
and 2 with the sensor networks minimal uncer-
tainty path highlighted in red. The change in the
Z direction with respect to the initial phase 0 is
presented with the color map. Both phases show
similar displacements. Also, the lifting point is
visible on the heat map and shows that the com-
ponent is lifted locally only on at a corner of the
structure. The bottom graph shows the roll angle
to illustrate the different stages in time. At the
end of the measurement process the structure
returns to its original shape.

Results
In this work we demonstrated that a real-time
monitoring of large-scale structures with precise
position and shape specifications is feasible, em-
ploying a wireless sensor network, which has
been mounted on a test structure. Probe po-
sitions and the determination of the structure
shape has been realized using a least-squares
fit algorithm. In a future work the measurement
results are cross-checked with a LASER-based
reference measurement system.

Acknowledgment
This research paper out of the project “Digital
Sensor-2-Cloud Campus Platform” (DS2CCP) is
funded by dtec.bw – Digitalization and Tech-
nology Research Center of the Bundeswehr.
dtec.bw is funded by the European Union –
NextGenerationEU.

References
[1] L.-M. Bretthauer, R. Heynicke, and G. Scholl,

“Proposal of a cyber physical finite el-
ement sensor network for surface mea-
surements,” IEEE International Instrumenta-
tion and Measurement Technology Confer-
ence (I2MTC), pp. 380–387. (2024); doi:
10.1109/I2MTC60896.2024.10560668.

[2] L.-M. Bretthauer, R. Heynicke, and G. Scholl,
“D5.1 - uncertainty modeling of a cyber-
physical finite element sensor network
for surface measurements,” GMA/ITG-
Fachtagung Sensoren und Messsys-
teme 2024, pp. 380–387. (2024); doi:
10.5162/sensoren2024/D5.1.

[3] BIPM, IEC, IFCC, ILAC, ISO, IUPAC, IUPAP,
and OIML, “Evaluation of measurement data
— an introduction to the “guide to the expres-
sion of uncertainty in measurement” and re-
lated documents.” Published: Joint Commit-
tee for Guides in Metrology, JCGM 104:2009.

[4] L.-M. Bretthauer, R. Heynicke, and G. Scholl,
“Monte carlo method for uncertainty estima-
tions of cyber-physical finite element sensor
networks,” tm - Technisches Messen, vol. 91,
pp. 32–37. (2024); doi: 10.1515/teme-2024-
0050.

[5] P. E. Hart, N. J. Nilsson, and B. Raphael,
“A formal basis for the heuristic determina-
tion of minimum cost paths,” IEEE Trans-
actions on Systems Science and Cybernet-
ics, vol. 4, no. 2, pp. 100–107. (1968); doi:
10.1109/TSSC.1968.300136.

DOI 10.5162/SMSI2025/P15



SMSI 2025 Conference – Sensor and Measurement Science International 263

Fig. 3: Shape calculation of the component from Fig. 1 in phase 1 and phase 2, showing a deflection in Z direction
to the phase 0. Results visualized as heat map with attached sensor network, minimal uncertainty path marked in
red.

Subsequently, the surface shape can be re-
constructed using a two-dimensional polynomial
via a least-squares fit. The positions with the as-
sociated uncertainties are used for the fit calcu-
lation. For position estimation also the angles of
the measuring probes can be used, as the angle
information corresponds to the slope of the sur-
face at the calculated probes position, respec-
tively. This can be realized by extending the fit
algorithm with the first derivative of the polyno-
mial.

Measurement
Figure 3 shows the deformation resulting from
lifting the component’s edge ≈ 6mm generating
a torsional load on the component. The mea-
surement is divided into three phases. Phase 0:
initial shape, structure lies flat on the floor, phase
2: uplift of rear left corner and phase 2: uplift of
front left corner. The two upper graphs show the
calculated shapes of the component in phases 1
and 2 with the sensor networks minimal uncer-
tainty path highlighted in red. The change in the
Z direction with respect to the initial phase 0 is
presented with the color map. Both phases show
similar displacements. Also, the lifting point is
visible on the heat map and shows that the com-
ponent is lifted locally only on at a corner of the
structure. The bottom graph shows the roll angle
to illustrate the different stages in time. At the
end of the measurement process the structure
returns to its original shape.

Results
In this work we demonstrated that a real-time
monitoring of large-scale structures with precise
position and shape specifications is feasible, em-
ploying a wireless sensor network, which has
been mounted on a test structure. Probe po-
sitions and the determination of the structure
shape has been realized using a least-squares
fit algorithm. In a future work the measurement
results are cross-checked with a LASER-based
reference measurement system.
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 Optical signal transmission solutions for electromobility 
and renewable energies in favor of a low carbon future 

André Schäfer, 
Hottinger Brüel and Kjaer GmbH (HBK), 

Im Tiefen See 45, 64293 Darmstadt, Germany 

Summary: 
Wind energy and electromobility have the biggest share each in the production of renewable energies 
and a carbon-free use of them. Essential for very important basis for the transition to a low-carbon so-
ciety the technical side of optical solutions shown in an optimized communication to power analyzers by 
optical remote probes and its versatile advantages with fiber optic technology as well as an optical pan-
tograph monitoring solution for optimization of rolling stock is explained in here. 

Keywords: electromobility, renewable energy, wind energy, electric motor, mechanical power, electri-
cal power, efficiency, torque transducer, current transducer, power analyzer 

Introduction 
At the end of 2024, the UN Climate Change Con-
ference took place in Baku, Azerbaijan showing 
there is no alternative to a world of 100 % renew-
ables [1]. One of the results was that wind en-
ergy on the one hand and electromobility on the 
other respectively represent most important con-
tributions to securing the global climate.  
To secure further developing progress in these 
new technologies, solutions must be thought, 
better in comparison with current methods. 

Resulting technical requirements 
The Helmholtz Research Field Energy (HRFE) 
sees the task of developing a science and tech-
nology driven roadmap for energy research, to 
which we see ourselves as equally committed 
[2]. In several publications aspects of that pro-
gress has been described in detail. Increasing 
size of by wind turbines, makes torque gener-
ated rise to dizzying heights in the MNꞏm range. 
With the trend to offshore wind turbines the mid-
term horizon is nominal of 20 MNꞏm, necessary 
to be traced back as well [3;4], we offer reference 
standards. In this article now, the signal flow 
from sensors to DAQ should be the special topic. 

Optical solutions vs electrical once 
One of the most significant differences between 
optical interconnects and electrical interconnects 
is the speed and distance at which they can 
transmit data. Optical interconnects use light to 
transfer data, which allows for faster data trans-
mission speeds. At the same time, they consume 
less power than the equivalent electrical inter-
connections and are more suitable for autarch or 

mobile solutions [5]. However, in the following 
solution advantages beyond that come into play. 

Description of the new solution 
In Electric Power Train testing for electromobility 
applications the parameters of the electric motor 
need to be investigated. Voltage measurement 
can be realized quite easily, current measure-
ment needs special attention.  

Current measurement is carried out by using the 
generated magnetic field, what has the specific 
advantage of being a non-contact i.e. isolated 
current measurement, so that the primary circuit 
does not need to be interrupted with the insertion 
of a lossy component like a shunt. 

Fig. 1:  Fluxgate current transducer HBK CTS200ID, 
manufactured by DaniSense, DK, Source: HBK 

In an electric power test stand usually long ca-
bles from the current transducer are exposed to 
high voltage and often EMC problems. In case 
the new fiber optic remote probes feeding sig-
nals it into a power analyzer, this is not the case. 

Fig. 2: Fiber optic remote probes for voltage (a) and 
current (b), for current optionally with integrated 
power supply (c) 
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The compete setup of an Electric Power Train test 
stand with fiber optical fusion probes and yellow opti-
cal cables to the power analyzer is shown below, al-
lowing uncompromised safety and with shorter cable 
lengths to prevent reflections too [6]. 

Fig. 3:  Electric Power Train testing for electromobil-
ity with fiber optical fusion probes, saver and still 
more simple set-up 

Integration into other optical solutions 
The shown remote probes offer all the ad-
vantage of fiber optic technology to optimize 
communication ways to the power analyzer. 
However, their benefits can be further enhanced 
by combining them with other offers, comple-
mentary to other optical solutions HBK offers in 
the applications. So, for many years HBK offers 
already the HBK optical Structural health moni-
toring for wind energy applications [7]. 

Fig. 4: HBK optical Structural health monitoring 
for wind energy applications 

An example of a completely fiber-based meas-
urement chain in electromobility is the newly de-
veloped pantograph optical monitoring providing 
optimized pick-up safety for rolling stock. High-
voltage pantograph overhead-line monitoring 
can acquire optical sensor information in parallel 
to vehicle bus signals and position sensing 
(GNSS) allows you to build a graphical map of 
your infrastructure. 

Fig. 5: HBK Optical pantograph monitoring solution 
for optimization in rolling stock 

Fig. 6: Optical remote probe and optical pantograph 
solutions demonstrated 

Both new optical solutions, the remote probes as 
well as a pantograph live demo have been pre-
sented at “InnoTrans 2024”- the leading interna-
tional trade fair for transport technology, in Sep-
tember 2024 in Berlin, Germany (Fig. 6), and re-
ceived great interest. We have more solutions in 
the pipeline and all the new solutions will be ex-
plained in detail in the oral presentation.  

Conclusion 
It could be shown that new optical solutions are 
not only superior in speed and distance, but it is 
over all the safety with which they are able to 
transmit signals despite of high voltages and 
harsh environments. The advantages will be pre-
sented in detail in the full paper and in the oral 
presentation. 
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Influence of Length on the Electromigration of Aluminum 
through Molybdenum disilicide Thin films
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Summary:
The effect of the length of the test structure on the electromigration of aluminum in encapsulated mo-
lybdenum disilicide layers has been investigated. Using the same measurement conditions an in-
crease of the electromigrated volume of aluminum through the test structure with an increase of the 
length of the test structure could be observed.

Keywords: electromigration, molybdenum disilicide, thin film

Background and Motivation
Because of its high melting point molybdenum 
disilicide (MoSi2) [1] is often used in heating 
devices such as MEMS micro heaters [2, 3].
Electromigration and diffusion of contact pad 
materials into MoSi2 and electromigration within 
the MoSi2 layer can cause device failure [3].
Electromigration in MoSi2 has not been thor-
oughly been investigated. Some findings show 
the electromigration of aluminum through MoSi2
[4 - 7] without mentioning influences of the 
length on the observed electromigrated volume.
The length of lines under test influencing the 
electromigration is well known [8, 9] e.g in the
Blech length or short-stripe effect [10] includes 
a decrease of the electromigration drift velocity 
with a decrease of the stripe length. During the 
electromigration the force onto an ion is:

(1)

wherein Z* is the effective charge which in-
cludes the direction of the exchange of the 
momentum of the ions, e is the electron charge, 
Ω is the atomic volume is the normal stress 
along the sample and x being the coordinate 
along the sample axis. For F=0 and therefore 
the mass transport JEM=0 the critical product 
can be derived

(2)

If the product of length and current density is 
bigger than (lj)c electromigration can occur.

The electromigrated volume V and the mass 
transport JEM are related:

  (3)

With A being the cross section of the electro 
migrating line and t being the time of the elec-
tromigration.

Experiments
P-doped silicon wafers with <100> orientation
were used as substrates. A thin silicon oxide
layer was grown, followed by the deposition of a
silicon nitride layer (500 nm) and a high tem-
perature silicon oxide layer as adhesion layer.
On top of this a MoSi2 layer (175 nm) was
magnetron sputtered using a stochiometric
target. Followed by an annealing process at
1000°C for 30 min in nitrogen atmosphere. This
causes the MoSi2 to be predominantly in the
tetragonal phase. Different encapsulating layers
were deposited using different wafers. All the
MoSi2 layers were contacted through an open-
ing of the encapsulating layer with aluminum
contact pads.
Tab. 1: Encapsulating layers

Thickness 
nm

material

20 High temperature silicon oxide 
(HTO)

60 High temperature silicon oxide 
(HTO)

25 Plasma enhanced silicon nitride 
(SixNy)

75 Plasma enhanced silicon nitride 
(SixNy)

DOI 10.5162/SMSI2025/P17



SMSI 2025 Conference – Sensor and Measurement Science International 266

A laser scanning microscope (Keyence VK-
X200 series, objective lens CF Plan Apo 150X/ 
0,95, wavelength 408nm). was used to meas-
ure the surface of the contact region of alumi-
num and MoSi2 before and after current stress-
ing for 7 min under ambient conditions to de-
termine the volume of hillocks grown during the 
experiment. 

Fig. 1. Schematic of a line under test. 

Fig. 2. Hillock volume dependent on the length of 
the line under test. 

Similar to historic findings in other metals we 
observed a decrease of the electromigration 
with reducing the length of the line under test. 
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A laser scanning microscope (Keyence VK-
X200 series, objective lens CF Plan Apo 150X/ 
0,95, wavelength 408nm). was used to meas-
ure the surface of the contact region of alumi-
num and MoSi2 before and after current stress-
ing for 7 min under ambient conditions to de-
termine the volume of hillocks grown during the 
experiment.

Fig. 1. Schematic of a line under test.

Fig. 2. Hillock volume dependent on the length of
the line under test.

Similar to historic findings in other metals we
observed a decrease of the electromigration
with reducing the length of the line under test.
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Summary:
We investigated the influence of electrical current on amorphous molybdenum disilicide layers. In our 
experiments we observed that current stressing causes a change of the layer composition of lines and
aluminum electromigration from the contact pads into the top of the test structure.

Keywords: electromigration, molybdenum disilicide, amorphous, thin film, SIMS

Background and Motivation
Molybdenum disilicide (MoSi2) has a high melt-
ing point [1] which causes its widespread use in 
heating devices such as MEMS micro hotplates
[2, 3]. Electromigration and diffusion of metals 
from contact pads into MoSi2 layers and elec-
tromigration within a MoSi2 layer have been pre-
viously observed [3]. Electromigration in MoSi2
thin films has not yet been investigated in detail.
Some findings of electromigration in MoSi2 show 
the electromigration of aluminum through MoSi2
[4 - 7]. In this study we report findings of elec-
tromigration experiments conducted on amor-
phous lines under test.

Experiments
P-doped silicon wafers with <100> orientation
were used as substrates. A thin silicon oxide
layer (70nm) was grown using a dry oxidation
process with HCl, followed by the deposition of a
silicon nitride layer (500 nm) with reduced me-
chanical stress and a high temperature silicon
oxide layer (40 nm) as adhesion layer. Finally, a
MoSi2 layer (60 nm) was magnetron sputtered
on top of the dielectric layers. The annealing of
the MoSi2 layer was performed at 500°C for 60
min in a hydrogen atmosphere, causing the layer
to be amorphous. A polycrystalline MoSi2 layer
was obtained via heat treatment in nitrogen at-
mosphere at 500°C for 60 min followed by a
treatment at 900°C for 120min. The contact pads
were made of aluminum.

Fig. 1. Schematic of the line under test and light mi-
croscopy image of line after test.

The test structure shown in Fig. 1 was stressed 
with 3.47E+9 A/m² for 7 min under ambient air.
The grain structure influences the electromigra-
tion [6, 7]. In amorphous MoSi2 the electromigra-
tion may exceed the electromigration in polycrys-
talline lines stressed under higher current densi-
ties. Laser scanning microscopy (Keyence VK-
X200 series, objective lens CF Plan Apo 150X/ 
0,95, wavelength 408 nm) was used to measure 
the surface of the contact of MoSi2 to aluminum 
before and after stressing and to determine the 
volume of the hillocks which is the deviation.

Fig. 2. Comparison of the volume of electromigrated 
hillocks of polycrystalline and amorphous MoSi2 lines.
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Secondary ion mass spectrometry (IMS7f auto 
by Cameca) was employed to investigate any 
changes of the test structure caused by stress. 
The systematic error for signal detection if re-
peated under same measurement conditions on 
a homogenous sample is less than 2%. 

Fig. 3. Intensity of molybdenum, silicon, and alumi-
num detected via SIMS in ct/s over time in s. 

A thin gold film (38 nm) was applied to avoid 
charging during SIMS analysis. Because of arte-
facts and the time required to reach the sputter 
equilibrium, the recorded element profiles of the 
first ~12 s do not reflect the actual depth profiles 
and are therefore not shown in the following data 
graphs. 

Results 
Fig. 3 shows the measured SIMS profiles of the 
MoSi2 layer before (reference) and after stress. 
The Mo profile of the stressed layer is broadened 
and decreased in intensity at the surface com-
pared to the one of the reference sample, point-
ing to a change in the contribution of Mo and 
hence, the Mo/Si ratio in the surface near region 
due to stress. In the recorded Al profiles, it can 
be seen, that after stress application the pene-
tration depth of Al in the MoSi2 is increased while 
its signal intensity at the surface itself remains 
unchanged, hinting to an accumulation of Al in 
the MoSi2 layer during stress due to electromi-
gration from the Al contact pads. 

Possible falsifications of the SIMS profiles could 
be caused by inhomogeneities in the chemical 
composition of the MoSi2 layers that could arise 
during their production process or by the small 
diameter (20 µm) of the lines that could lead to 
SIMS measurements including areas outside of 
the line of interest. The chosen raster size, aper-
tures as well as egating for the SIMS measure-
ments make the occurance of the later men-
tioned error source unlikely. 
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Secondary ion mass spectrometry (IMS7f auto 
by Cameca) was employed to investigate any 
changes of the test structure caused by stress.
The systematic error for signal detection if re-
peated under same measurement conditions on
a homogenous sample is less than 2%.

Fig. 3. Intensity of molybdenum, silicon, and alumi-
num detected via SIMS in ct/s over time in s.

A thin gold film (38 nm) was applied to avoid 
charging during SIMS analysis. Because of arte-
facts and the time required to reach the sputter 
equilibrium, the recorded element profiles of the
first ~12 s do not reflect the actual depth profiles
and are therefore not shown in the following data
graphs.

Results
Fig. 3 shows the measured SIMS profiles of the
MoSi2 layer before (reference) and after stress. 
The Mo profile of the stressed layer is broadened
and decreased in intensity at the surface com-
pared to the one of the reference sample, point-
ing to a change in the contribution of Mo and
hence, the Mo/Si ratio in the surface near region
due to stress. In the recorded Al profiles, it can
be seen, that after stress application the pene-
tration depth of Al in the MoSi2 is increased while 
its signal intensity at the surface itself remains
unchanged, hinting to an accumulation of Al in 
the MoSi2 layer during stress due to electromi-
gration from the Al contact pads.

Possible falsifications of the SIMS profiles could
be caused by inhomogeneities in the chemical
composition of the MoSi2 layers that could arise 
during their production process or by the small
diameter (20 µm) of the lines that could lead to
SIMS measurements including areas outside of
the line of interest. The chosen raster size, aper-
tures as well as egating for the SIMS measure-
ments make the occurance of the later men-
tioned error source unlikely.
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Summary
Over the past decade, the popularity of cobots (collaborative robots) has grown, largely due to their 
operator-friendly usage. When selecting a cobot or robot for a specific application, it is essential to 
consider which model best aligns with the desired process. The objective of this work is to introduce a 
method for evaluating the three-dimensional position performance of a given process to identify the 
optimal technical solution. 

Keywords: Cobot, Robot, 3D-accuracy, Performance, Optical metrology

Introduction
The evaluation of robot performance must be 
conducted according to the ISO 9283:1998
standard [1]. Two essential parameters are 
absolute accuracy and repeatability, both in 
terms of pose and path. Absolute accuracy will 
be required when using offline programs or 
when programming a path. For assembly tasks, 
repeatability is more important to reliably move 
to any required process position.

There are ongoing efforts to optimize the evalu-
ation of repeatability of pose (RP) especially for
cobots according to their kinematic structure as 
outlined in [2]. The definition of ISO 9283 allows
flexibility in performing repeatability measure-
ments. The aim of this study is to focus on the 
issue of 3D-pose repeatability using a basic and 
inexpensive setup of high-precision standard 
industrial sensors.

Method and system setup
To compare RP, measurements were per-
formed on a 6-DoF cobot (Fanuc CRX10iA) and 
a 6-DoF robot (KUKA KR16). Unlike [3], both 
robots were programmed to move from the 
upper ISO position to the centre of the robot's 
working range. This reflects our application of 
picking parts in a defined position while precise 
positioning. In [4], challenges were found in the 
precision of pose repeatability measurements. 
This setup was adapted accordingly. The sen-
sor system was expanded by adding a 1D-laser 
sensor (OD2000) that measures the Y-
coordinate in addition to the laser triangulation 
sensor (ECCO75.100) measuring X- and Z-

coordinates for the purpose of ascertaining the 
third dimension. The setup is shown in Fig. 1.

Fig. 1. Robot with sphere assembled at the flange 
and two laser sensors to detect the 3D-position of the 
sphere

The measured position of the sphere’s centre 
was utilised for the robot position calculation. In 
order to facilitate a comparison of the meas-
urement data, the speed and trajectory of the 
cobot and robot were unified, as required in [1]. 
The calculation of RP was performed in ac-
cordance with [1], utilizing as the 3D mean 
position and S as the standard deviation.

OD2000

ECCO75.100

Sphere

(1)
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Results 
In the data sheet, the repeatability of the indus-
trial robot is specified as ±0.05 mm. The re-
peatability achieved with our system was 
0.027 mm (S ±0.006 mm). In comparison to the 
reported repeatability of the cobot, which was 
found to be ±0.04 mm, we were able to deter-
mine a value of 0.037 mm (S ±0.008 mm).  

Fig. 2 shows 30 measurements of the respec-
tive axes. The setup was aligned with the axes 
of the robot's base coordinate system to avoid 
possible error propagation that might occur 
during a required coordinate transformation. 

Fig. 2. Distance to sensors over 30 measurements 
shown in X-, Y- and Z-coordinates in mm. The upper 
boxplots show the values of the industrial robot and 
the lower boxplots those of the cobot. 

Discussion 
In our work, an easy to integrate process for 
evaluating the 3D position performance for our 
application has been demonstrated. Both robots 
are suitable for this application as they achieve 
the minimum tolerance. Although the test re-
vealed that the industrial robot was more pre-
cise, we chose the cobot for our application 
based on the necessity to collaborate with hu-
mans. 

The supposedly better repeatability of the 
cobots [5] was refuted in our test setup. This 
might indicate more restrictive requirements for 
purely industrial applications.  

It is noticeable that the measured values of the 
Z-axis of the industrial robot show a significantly
lower scatter. This could be due to the control
structure of the robot’s axes. Looking at the
measured values of the Y-axis, there are clear
outliers for the cobot. The reflective sphere’s
surface could also be a possible cause in addi-
tion. The potential impact of external factors,
e.g. surface reflections, sphere smoothness,
and varying loads at the robot flange, should be
considered.

It is well known that accuracy critical processes 
like fitting are easier to realize with a robot. 
Therefore, additional values to determine the 
absolute accuracy and repeatability are im-
portant depending on the process in question. 
Table 1 provides an overview of the most im-
portant criteria of ISO 9283, which should be 
focused in further studies.   
Tab. 1: Criteria of ISO 9283 as far as absolute ac-
curacy and repeatability are concerned 

Absolute 
accuracy 

Repeatability 

Pose x x 

Path x x 

Distance x x 

Multidirectional x 

Exchangeability x 

Drift of pose x x 
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peatability achieved with our system was
0.027 mm (S ±0.006 mm). In comparison to the
reported repeatability of the cobot, which was
found to be ±0.04 mm, we were able to deter-
mine a value of 0.037 mm (S ±0.008 mm).

Fig. 2 shows 30 measurements of the respec-
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of the robot's base coordinate system to avoid
possible error propagation that might occur 
during a required coordinate transformation.
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Discussion
In our work, an easy to integrate process for 
evaluating the 3D position performance for our 
application has been demonstrated. Both robots
are suitable for this application as they achieve 
the minimum tolerance. Although the test re-
vealed that the industrial robot was more pre-
cise, we chose the cobot for our application
based on the necessity to collaborate with hu-
mans.

The supposedly better repeatability of the 
cobots [5] was refuted in our test setup. This
might indicate more restrictive requirements for 
purely industrial applications.

It is noticeable that the measured values of the
Z-axis of the industrial robot show a significantly
lower scatter. This could be due to the control
structure of the robot’s axes. Looking at the
measured values of the Y-axis, there are clear
outliers for the cobot. The reflective sphere’s
surface could also be a possible cause in addi-
tion. The potential impact of external factors,
e.g. surface reflections, sphere smoothness, 
and varying loads at the robot flange, should be
considered.

It is well known that accuracy critical processes
like fitting are easier to realize with a robot.
Therefore, additional values to determine the 
absolute accuracy and repeatability are im-
portant depending on the process in question.
Table 1 provides an overview of the most im-
portant criteria of ISO 9283, which should be 
focused in further studies.  
Tab. 1: Criteria of ISO 9283 as far as absolute ac-
curacy and repeatability are concerned
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Summary: A practical realization of a thermometer utilizing Johnson’s noise is presented. At 2019 new definition
of SI units was adopted an Kelvin is not based on triple point of water as it used to be before. Boltzmann constant
has a fixed value instead from which Kelvin could be derived in various ways.
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Introduction

The goal of the project was to construct a two-
channel noise thermometer. This is a thermome-
ter that must be calibrated using a single temper-
ature point (e.g., the triple point of water), and
thereafter, it is capable of measuring any other
temperature. The range is limited only by the
thermal endurance of the materials used, which
can easily be selected so that the thermometer
operates reliably from any cryogenic tempera-
tures up to approximately 200°C or even higher.

The temperature measurement is uniquely de-
termined by fundamental physical principles, and
thus any temperature point can be verified, which
makes the noise thermometer well-suited for use
in metrology.

The basic phenomenon utilized is the thermal
noise of a resistor, which was first described in
1926 by John B. Johnson and further clarified in
1928 by Harry Nyquist. Ignoring the details, we
can say that the principle is quite simple and eas-
ily applicable.

From the described properties, it might seem
that the noise thermometer has excellent charac-
teristics, its principle has been known for nearly
a hundred years, and one might expect it to be
widely adopted. However, the opposite is true.
The noise thermometer is rarely used, almost
exclusively in specialized applications—such as
measuring the Boltzmann constant. In industrial
practice, noise thermometers are a rare excep-
tion, found only in certain cryogenic temperature
measurements.

The reason for the limited use of noise ther-
mometers could be their slow response time,
which is their main disadvantage. In principle,
measurements need to be taken over an ex-
tended period to gather enough data. The un-
certainty in the measured temperature depends
on the measurement time, so measuring a sin-
gle temperature can take several hours, which
is a significant barrier for industrial applications.

However, in metrology, long measurement times
are quite common.

A noise thermometer is primarily an extremely
sensitive device that cannot function properly
if exposed to external electromagnetic interfer-
ence. The measured values are so small that the
main challenge in its implementation is design-
ing the best possible shielding. As demonstrated
during the research, mechanical vibrations are
also highly detrimental.

Theory
A noise thermometer measures temperature
based on the fact that the voltage noise of a re-
sistor is proportional to the thermodynamic tem-
perature T . Specifically, the average power on
a resistor, resulting from the chaotic motion of
electrons, can be expressed as:

P = 4kT∆f

where ∆f is the bandwidth, and k is the Boltz-
mann constant, k = 1.380649 × 10−23 J/K. Elec-
trical power can be expressed using the resis-
tance R and voltage U , with P = U2/R, which,
together with the previous equation, leads to

Ueff =
√

4kTR∆f

where Ueff is the effective value of the resistor’s
noise voltage.

For a resistor of 1 kΩ at a room temperature
of around 300 K, and a measuring device oper-
ating with a bandwidth of 125 kHz, the effective
noise voltage is approximately 1.29 microvolts.
This voltage, after amplification, is supplied to
the input of a measuring card with a range of
±5 V. The amplifier gain should be such that the
measuring range is optimally utilized without ex-
ceeding limit values. The peak value is signifi-
cantly higher than the effective value. Assuming
a factor of ten, this results in an exceedance in
a statistically negligible number of cases. Then,
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the amplifier gain is calculated as A = 387597.
If we require measurements at higher tempera-
tures than 300 K, the gain must be lower.

Two channel measurement
Every amplifier is a source of noise, which adds
to the resistor’s noise. In further processing, it
is no longer possible to distinguish the level of
noise produced solely by the resistor. Therefore,
a dual-channel variant was assembled, allowing
the resistor noise to be measured independently
of the amplifiers, using two independent ampli-
fiers. The principle relies on the fact that am-
plifier noises are completely independent, while
the resistor noise affects both amplifiers simulta-
neously. It can be proven that the product of both
channels has a mean value proportional only to
the resistor noise. Based on this principle, a cor-
relator (see Fig. 1) was programmed to calcu-
late the mean value of the product of both chan-
nels, process blocks of digitized data, and output
a value theoretically proportional to the thermo-
dynamic temperature. Using two channels offers

Fig. 1: A correlator made of two independent
amplifiers

significant advantages. Not only is the correla-
tor’s response linear with respect to the resis-
tor’s temperature, but the line also starts from
zero. Therefore, only a single temperature point
is needed to calibrate the entire setup. Moreover,
the temperature of the amplifiers does not need
to be controlled, as their noise — dependent on
the electronics’ temperature — cancels out.

Results
The setup needs to be calibrated using one
fixed temperature point. For this purpose an ice
bath has been used to get proportionality con-
stant. Afted this step the sensing resistor was im-
mersed in liquid nitrogen with table value of tem-
perature −195.8◦ C. The response of the ther-
mometer was monitored and the lowest mea-
sured stable value was 180 mK lower than the
correct value, see Fig. 2.
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Conclusion
A practical implementation of a Johnson noise
thermometer has been presented. Despite sig-
nificant challenges related to shielding and over-
all noise immunity, results surpassing those of
industry-standard Class AA platinum thermome-
ters (Pt-100) have been achieved. Not only is
the uncertainty lower across most temperature
ranges, but the main advantage is that the ther-
mometer’s principle is derived directly from the
Boltzmann constant, aligning with the redefined
Kelvin in the SI system since 2019.
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is needed to calibrate the entire setup. Moreover,
the temperature of the amplifiers does not need
to be controlled, as their noise — dependent on
the electronics’ temperature — cancels out.
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The setup needs to be calibrated using one
fixed temperature point. For this purpose an ice
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Summary: 
In drive technology, timing belts and transmission belts are used to transmit large forces at large dis-
tances. Optimal power transmission depends on the belt tension. Consistently perfect belt tension in-
creases service life and reduces wear. This ensures consistent quality and technical safety in the re-
spective application. This article describes a silicon strain sensor and the necessary connection tech-
nology to enable continuous determination of the belt tension. 

Keywords: silicon, piezoresistive, strain gauges, transmission belts, belt tension, force tensions 

In drive technology, timing belts and transmis-
sion belts are used to transmit large forces at 
large distances. In order to withstand the operat-
ing conditions and force loads, the belts are com-
bined with tension members made of steel cord 
or Kevlar. These run helically in the belt. In order 
to be able to detect the various changes in force 
acting on the belt, the sensor must be integrated 
on or in these tension members. 

Miniaturized silicon-based strain sensors are 
used for the sensor, Fig. 1 left. Due to its small 
geometric dimensions of 500 µm x 500 µm, the 
strain sensor can be integrated into flexible ar-
rangements. Based on the measuring principle 
and the small chip thickness, the smallest 
changes in force such as strain and tension can 
be detected. This makes them ideal for this ap-
plication. 

Fig. 1. Strain sensor (left) joined to mounting bracket 
(right) 

To permanently determine the belt tension, the 
sensors must be directly coupled to the tension 
member. The coupling must completely enclose 
the tension member at the respective points. Fig. 
2 shows the result of the simulation for coupling 
to the tension member. 

Fig. 2. Simulation of the coupling of the sensor sys-
tem via mounting bracket to a tension member 

H-shaped mounting brackets made of, for exam-
ple, 1.4310, 1.4542, 1.4301 V2A are used for
this, Fig. 1 right. The free ends are used for fas-
tening to the tension member. Reinforcement
with an adapted press sleeve is provided. For
tension members made of steel cord, the two
ends of the mounting bracket and the compres-
sion sleeve are optimally joined to the tension
member using the laser welding process. In the
case of tension members made of Kevlar, they
are closed using a crimping process. Fig. 3
shows both variants.

Fig. 3. Coupling to tension members with laser weld-
ing (left) and crimping (right) 

This ensures that both joints are in contact with 
the same wires or threads. This significantly min-
imizes possible measurement errors. 
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Depending on the diameter of the existing ten-
sion members, different mounting brackets and 
correspondingly designed circuit boards are 
used for electrical contacting. The strain sensors 
are joined to the sensitive area of the mounting 
carriers using the glass frit method. Depending 
on the variant, the sensor and the contacting ar-
eas are encapsulated or covered to protect them 
from external influences. 

The respective variants of the tensile force sen-
sors were characterized according to the 
planned areas of application and showed posi-
tive results. 

Fig. 4 shows the maximum change in the electri-
cal sensor signal from the zero signal in relation 
to the measuring span of the sensors as a func-
tion of the temperature profile -10°C, +30°C, 
+85°C, +30°C and -10°C. With the exception of
one setup variant, all show the same expected
drift behavior.

Fig. 3. electrical stability test at T = -10°C to +85°C 

Long-term measurements were carried out at T 
= 25 °C, T = 85 °C, relative humidity <= 40 %, 
time = 168 h in order to rule out possible influ-
encing factors due to the structure. Fig. 4 and 
Fig. 5 show that there is only a certain depend-
ence on the relative humidity (red characteristic 
curve) at low temperatures (T=25°C, blue char-
acteristic curve) due to the PCB material and the 
protective encapsulation used. Due to the 
planned application, integration of the sensor 
system into the transmission belt, this influence 
is no longer decisive later on. The integration is 
hermetically sealed. As a result, good long-term 
stability could also be demonstrated. 

Fig. 4. Long-term stability measurement at T=+25°C 

Fig. 5. Long-term stability measurement at T=+85°C 

With the positive characterizations, the planned 
measurement deviation of 1 - 2 %FS at T = 25 
°C and of 2 - 5 %FS in the range -10°C to +80°C 
for the mounted tensile force sensors could be 
successfully demonstrated. 

The tension members (steel cord, Kevlar) were 
tested with the integrated tensile force sensors 
using various cable tensioning devices. For ex-
ample, a force effect of up to 500N on a 2mm 
thick stainless-steel cord was detected for the 
tensile force sensor in Fig. 3 on the right, as 
shown in Fig. 6. The still low hysteresis is due to 
the crimp connection. 

Fig. 6. Characteristic curves of tensile test up to 500N, 
force N on stainless steel cord (orange), sensor signal 
mV/V (purple) 

This results in a signal change of 1mV/V per 50N 
of force applied for this cord variant. This corre-
sponds to a sensitivity of 0.02 mV/V/N. And is 
therefore within the desired parameter range. 

The tensile force sensor is used to monitor belt 
tension in drive technology systems, for example 
in sawing, cutting, milling and pointing machines, 
in packaging systems for conveyor belts or at 
test stations for table positioning. This allows 
maintenance intervals to be planned precisely, 
material fatigue to be detected at an early stage 
and unplanned downtime to be avoided. 

Sources: 
[1] Verwendung von Siliziumdehnungssensoren für

makroskopische Prüfkörper, Th. Frank, St. Her-
mann, A. Grün, D. Hanig, M. Kermann, M. Hintz,
A. Cyriax, R. Röder, U. Krieger, MST Kongress
2023, Dresden, 23.-25.10.2023
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Depending on the diameter of the existing ten-
sion members, different mounting brackets and 
correspondingly designed circuit boards are
used for electrical contacting. The strain sensors 
are joined to the sensitive area of the mounting
carriers using the glass frit method. Depending 
on the variant, the sensor and the contacting ar-
eas are encapsulated or covered to protect them
from external influences.

The respective variants of the tensile force sen-
sors were characterized according to the
planned areas of application and showed posi-
tive results.

Fig. 4 shows the maximum change in the electri-
cal sensor signal from the zero signal in relation 
to the measuring span of the sensors as a func-
tion of the temperature profile -10°C, +30°C, 
+85°C, +30°C and -10°C. With the exception of
one setup variant, all show the same expected
drift behavior.

Fig. 3. electrical stability test at T = -10°C to +85°C

Long-term measurements were carried out at T
= 25 °C, T = 85 °C, relative humidity <= 40 %,
time = 168 h in order to rule out possible influ-
encing factors due to the structure. Fig. 4 and
Fig. 5 show that there is only a certain depend-
ence on the relative humidity (red characteristic 
curve) at low temperatures (T=25°C, blue char-
acteristic curve) due to the PCB material and the
protective encapsulation used. Due to the 
planned application, integration of the sensor
system into the transmission belt, this influence
is no longer decisive later on. The integration is
hermetically sealed. As a result, good long-term
stability could also be demonstrated.

Fig. 4. Long-term stability measurement at T=+25°C

Fig. 5. Long-term stability measurement at T=+85°C

With the positive characterizations, the planned
measurement deviation of 1 - 2 %FS at T = 25
°C and of 2 - 5 %FS in the range -10°C to +80°C 
for the mounted tensile force sensors could be
successfully demonstrated.

The tension members (steel cord, Kevlar) were 
tested with the integrated tensile force sensors
using various cable tensioning devices. For ex-
ample, a force effect of up to 500N on a 2mm
thick stainless-steel cord was detected for the
tensile force sensor in Fig. 3 on the right, as
shown in Fig. 6. The still low hysteresis is due to
the crimp connection.

Fig. 6. Characteristic curves of tensile test up to 500N,
force N on stainless steel cord (orange), sensor signal 
mV/V (purple)

This results in a signal change of 1mV/V per 50N
of force applied for this cord variant. This corre-
sponds to a sensitivity of 0.02 mV/V/N. And is
therefore within the desired parameter range.

The tensile force sensor is used to monitor belt
tension in drive technology systems, for example
in sawing, cutting, milling and pointing machines, 
in packaging systems for conveyor belts or at
test stations for table positioning. This allows
maintenance intervals to be planned precisely, 
material fatigue to be detected at an early stage
and unplanned downtime to be avoided.
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Summary:
In hardness testing, an indenter is pressed into the workpiece with a defined force to determine its 
hardness. It is important that the force builds up without shocks or vibrations and without overshoots. 
The ideal test sequence comprises four phases: approach without force contact, continuous application 
of force, holding the test force and finally withdrawal. The precise implementation of the test force is 
particularly demanding with small forces and requires sensitive force measuring cells and controls. The 
time of contact is critical, as too fast approaches can distort the measurement. With small forces, the 
approach speed must therefore be reduced. Distance sensors are used for optimization. Improvements 
include sensitive Si strain gauges and a two-stage spring for the indenter.

During hardness testing, an indenter is pressed 
into the workpiece to be tested with a defined 
force, the hardness of which is to be determined. 
The force applied during the penetration process 
should be free of shocks and vibrations and with-
out overshoot. The idealized force curve during 
a test can essentially be divided into four phases 
(see Figure 1).

• Approach: the indenter approaches the test
object; there is no force contact

• Application of force: after the force contact,
the force is continuously increased so that
the specified test force is reached after a
specified time

• Stationary holding of the test force: the test
force acts for a specified period of time

• Retraction of the indenter: the test force is
reduced until there is no longer any force
contact and the indenter is removed from the
sample

The realization of the test forces, especially in 
the small and smallest force range, places high 
demands on the hardness test. There are vari-
ous options here, using weights that are placed 
on in a controlled manner, hydraulically or by 
electric motor. The electric motor implementa-
tion of the test forces is widespread nowadays, 
as it allows very high precision with great flexibil-
ity and a wide range of test forces used - an al-
most mandatory requirement for testing ma-
chines. The force is applied in a closed control 

loop, which requires a force measuring cell to 
feed back the effective force. The smaller the 
test forces to be applied, the more delicate the 
force measuring cell must be, which increases its 
sensitivity to environmental influences. The aim 
is to create very rigid and very sensitive measur-
ing cells.

Limits are set by the required penetration tools, 
which are attached directly to the force trans-
ducer. The most critical moment in the applica-
tion of force is the time at which the indenter tip 
hits the DUT. If the approach speed is too high, 
the starting point on the surface of the test object 
immediately leads to a rapid increase in force, 
which would impair the entire measurement or 
render it unusable and for this reason must be 
checked as quickly as possible. However, the 
distance between the indenter tip and the test 
object surface is usually not known with sufficient 
accuracy in currently available systems, which is 
why the approach of the indenter must be slower 
the smaller the desired test force is. Currently 
available systems usually scan the surface using 
a tactile system to measure hardness and then 
detect the distance from the sample surface to 
the indenter tip using depth or length measure-
ments on the test object. The approach takes a 
very long time when small test forces between 1 
gf and 20 gf are implemented (approach speed 
in the last 100 µm above the test object approx. 
1 µm/s).

In order to achieve a reliable assessment of the 
expected force contact and the associated 
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increase in force, the approach process must be 
examined using suitable distance sensors and 
included in the measurement so that the remain-
ing distance between the indenter and the DUT, 
where the measurement is particularly slow, can 
be shortened from 100 µm to around 10 µm and 
the entire measurement can be accelerated. 
This not only increases the measurement and 
movement accuracy, but the distance detection 
between the indenter and the workpiece surface 
also optimizes the autofocus. 

Some adjustments are made to optimize the pro-
cess. Highly sensitive Si strain gauges with low 
temperature sensitivity of the measuring range. 
A two-stage spring for the indenter and a dis-
placement measuring system for detecting the 
workpiece surface. 

Fig. 1. Zero point stability, drift, at 85°C and 24h in 
% Full Scale Output (FS) 

Fig. 2. Temperature dependence of the measuring 
range or sensitivity 

The basis is a two-stage force sensor. This con-
sists of two pairs of parallel springs, which are 
rotated by 180°, so that the unwanted movement 
on the side is compensated. In the first section, 
up to approx. 50 N, or 0.12 mm, only the outer 
springs work. After this, the inner, stiffer springs 
are connected in parallel. For this purpose, a 
drive pin is integrated into the spring. Fig. 1 and 
2 show the characteristics of the system, the 
zero-point stability, 24 hours at 85°C and the 

temperature dependence of the measuring 
range.  

Due to the very low temperature dependence of 
the measuring range, compensation of the tem-
perature in the working area is not necessary. 
Fig. 3 shows the two-stage spring with attached 
Si-Strain Gauge without PCB. The characteristic 
curve of the spring is shown in Fig. 4. The dis-
tance sensors will be described later. 

a) 

b)      c) 

Fig. 3. a) Assembled Si-Strain Gauge with glass frit, 
b) Two-stage spring body, 60 mm*30 mm*10 mm,
stainless steel 1.4542 c) Focus on the inner parallel
spring and the driving pin.

Fig. 4. Characteristic curve of the two-stage spring, 
blue line: softer inner spring 

Literatur 
[1] Thomas Frank, Stefan Hermann, André Grün,

Danny Hanig, Manuel Kermann, Michael Hintz,
Andrea Cyriax, Ralf Röder, Uwe Krieger, "Ver-
wendung von Siliziumdehnungssensoren für
makroskopische Prüfkörper", 10. MikroSys-
temTechnik Kongress 2023, Dresden, 23.-
25.10.2023

DOI 10.5162/SMSI2025/P22



SMSI 2025 Conference – Sensor and Measurement Science International 277

increase in force, the approach process must be
examined using suitable distance sensors and 
included in the measurement so that the remain-
ing distance between the indenter and the DUT, 
where the measurement is particularly slow, can
be shortened from 100 µm to around 10 µm and 
the entire measurement can be accelerated.
This not only increases the measurement and 
movement accuracy, but the distance detection 
between the indenter and the workpiece surface
also optimizes the autofocus.

Some adjustments are made to optimize the pro-
cess. Highly sensitive Si strain gauges with low 
temperature sensitivity of the measuring range. 
A two-stage spring for the indenter and a dis-
placement measuring system for detecting the
workpiece surface.

Fig. 1. Zero point stability, drift, at 85°C and 24h in
% Full Scale Output (FS)

Fig. 2. Temperature dependence of the measuring
range or sensitivity

The basis is a two-stage force sensor. This con-
sists of two pairs of parallel springs, which are 
rotated by 180°, so that the unwanted movement
on the side is compensated. In the first section, 
up to approx. 50 N, or 0.12 mm, only the outer
springs work. After this, the inner, stiffer springs
are connected in parallel. For this purpose, a 
drive pin is integrated into the spring. Fig. 1 and
2 show the characteristics of the system, the
zero-point stability, 24 hours at 85°C and the 

temperature dependence of the measuring 
range. 

Due to the very low temperature dependence of 
the measuring range, compensation of the tem-
perature in the working area is not necessary.
Fig. 3 shows the two-stage spring with attached 
Si-Strain Gauge without PCB. The characteristic
curve of the spring is shown in Fig. 4. The dis-
tance sensors will be described later.

a)

b) c)

Fig. 3. a) Assembled Si-Strain Gauge with glass frit,
b) Two-stage spring body, 60 mm*30 mm*10 mm,
stainless steel 1.4542 c) Focus on the inner parallel
spring and the driving pin.

Fig. 4. Characteristic curve of the two-stage spring,
blue line: softer inner spring
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Summary:
Artificial neural networks (ANN) are used to evaluate signals from complex piezoresistive force sensors.
The neural network is integrated into a microcontroller.

Silicon strain gauges are widely used elements 
for setting up force measurement. Their high 
sensitivity and precision make them ideal for ap-
plications where precise measurements are re-
quired. These strain gauges are particularly suit-
able for multi-component force transducers. 
These strain gauges contain a full bridge and are 
preferably joined to the spring body by glass frit 
bonding. These are electrically contacted by wire 
bonding. A description of the process can be 
found in [1]

In conventional multi-component force transduc-
ers, springs are available for each force direc-
tion. The aim of the design is for the springs to 
be designed in such a way that there is only min-
imal crosstalk between the force directions. Our 
own analysis of various force transducers shows 
that the force directions are better separated in a 
larger installation space. Crosstalk increases 
with compact force transducers.

For some sensors, the classic signal processing 
methods are not successful or are very complex. 
However, these can be successfully trained by 
using neural networks. The target values are 
provided by the test equipment during calibra-
tion. The training data is provided by the sen-
sors, the signals from the strain gauges and the 
associated temperature sensors. This procedure 
is illustrated using two selected examples. Initial 
tests were carried out with an artificial neural net-
work using the Python library "tensorflow.keras". 
These tests showed that there are applications 
in which the use of a neural network is advanta-
geous compared to classic signal processing. 
This is particularly the case with multiple input 
variables and a strong hysteresis as in the exam-
ples.

Fig. 1 shows the selected sensors. Fig. 2 and 
Fig. 4 show the real signals under load. The 

hysteresis is clearly visible. Fig. 3 and Fig. 6 
show the comparison of the prediction and the 
current value. Fig. 5 shows the absolute error of 
the evaluation for the ring force sensor. The re-
sult for the ring force sensor is better because 
significantly more data was available

Compact ring force sensor with 3 Si strain 
gauges to compensate for oblique forces. The 
ring force sensor is used to determine the screw 
preload force. The tolerance for parallelism in 
clamped components is 2°. This leads to an un-
even load and an incorrect measurement result. 
This is partially compensated for by the 3 strain 
gauges, the average value from all 3 strain 
gauges is used. Due to non-linear relationships 
and non-identical sensitivity, this solution is not 
very precise. The characteristic curve also has a 
friction-related hysteresis. The comparison of 
the actual values shows a small error. In particu-
lar, the hysteresis was well compensated, Fig. 6.

3D force sensor, this has 4 Si strain gauges for 
3 force directions. Calibration is extremely com-
plex and not very precise either, as the crosstalk 
is very pronounced. In the Z direction, all Si 
strain gauges are loaded in the same direction, 
for the X or Y direction, the two corresponding Si 
strain gauges opposite are loaded in opposite di-
rections. A force in the X or Y direction causes a 
moment around the Y or X axis. This leads to this 
load. When loaded in the X direction, the sensors 
in the Y direction are ideally not loaded, and the 
same applies to force in the Y direction. How-
ever, this is not the case. Due to the manufactur-
ing tolerances, the ideal values are not achieved. 
Fig. 3 shows the characteristic curves when 
loaded in the Z direction. The slope of the four 
curves is identical, a friction-related hysteresis 
can be seen and the offset is different. The com-
parison of the predicted and actual values is very 
good despite the simple configuration of the 
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artificial neural network and the mechanical 
setup, Fig. 5. 

Several different networks are investigated, es-
pecially for the data subject to hysteresis. To cre-
ate a neural network that can handle a sensor 
with friction-related hysteresis, it must be taken 
into account that the sensor values depend not 
only on the current input values, but also on the 
previous direction and possibly on the previous 
values. This requires some form of memory or 
state awareness in the model. 

One way to model these hysteresis effects is to 
use recurrent neural networks (RNNs) or long 
short-term memory networks (LSTMs). These 
networks are specifically designed to take se-
quence information and past states into account. 

Fig. 1. Left: 3D force sensor, right: a compact ring 
force sensor 

Fig. 2. Signals of the 4 strain gauges under load 

Fig. 3. The ANN of the 3D force sensor after training 

Fig. 4. Signal of the ring force sensor under load, 
sum of all 3 strain gauges 

Fig. 5. The ring force sensor, absolute errors 

Fig. 6. The ANN of the ring force sensor after train-
ing  

The last step is to implement the network on a 
chip for direct signal processing. Preferably, the 
final training takes place on the fully constructed 
sensor system. This has the advantage that all 
electronic components and their errors are incor-
porated into the parameters of the network. 
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artificial neural network and the mechanical
setup, Fig. 5.

Several different networks are investigated, es-
pecially for the data subject to hysteresis. To cre-
ate a neural network that can handle a sensor
with friction-related hysteresis, it must be taken
into account that the sensor values depend not 
only on the current input values, but also on the
previous direction and possibly on the previous
values. This requires some form of memory or 
state awareness in the model.

One way to model these hysteresis effects is to
use recurrent neural networks (RNNs) or long
short-term memory networks (LSTMs). These
networks are specifically designed to take se-
quence information and past states into account.

Fig. 1. Left: 3D force sensor, right: a compact ring 
force sensor

Fig. 2. Signals of the 4 strain gauges under load

Fig. 3. The ANN of the 3D force sensor after training 

Fig. 4. Signal of the ring force sensor under load, 
sum of all 3 strain gauges

Fig. 5. The ring force sensor, absolute errors

Fig. 6. The ANN of the ring force sensor after train-
ing 

The last step is to implement the network on a 
chip for direct signal processing. Preferably, the 
final training takes place on the fully constructed 
sensor system. This has the advantage that all
electronic components and their errors are incor-
porated into the parameters of the network.
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Summary: 
This article presents a sensor system for non-invasive pressure measurement in process pipes. This is 
a back-fitting kit in the form of a sensitive sleeve with an integrated pressure sensor system. The direct 
coupling detects the exact changes in expansion of process pipes. When used as a monitoring system, 
statements can be made about material changes, wear mechanisms, maintenance, energy consumption 
under operating conditions or reactions to external influencing factors. 

Keywords: non-invasive, silicon, piezoresistive, strain, force, pressure 

Strain-based, non-invasive approaches for 
measuring pressure in piping systems are of 
great interest in the industrial plant sector due to 
their convenience and non-destructive installa-
tion. 

Applications are possible for process pipes in 
systems for recording, digitizing, storing and 
evaluating condition variables. This provides in-
formation on material changes, wear mecha-
nisms, maintenance, energy consumption under 
operating conditions or reactions to external in-
fluencing factors. 

For non-invasive pressure measurement in pro-
cess pipes, the back-fitting kit in the form of a 
sensitive sleeve with an integrated pressure sen-
sor system should be used. The integrated pres-
sure sensor system is realized on the basis of 
500 x 500 µm small silicon-based strain sensors, 
shown in Fig. 1. These are applied to the sensi-
tive area of the pipe sleeve using a micro-tech-
nical joining process. 

Fig. 1. Strain sensor joined to sensitive sleeve using 
glass frit 

The direct coupling allows the exact expansion 
changes of the process pipe to be detected. Fig. 

2 shows a simulation of the transfer of the pres-
sure-dependent change in expansion of a pro-
cess pipe to the sensitive pipe sleeve. 

Fig. 2. Model of the direct coupling of the sensor 
system via a sensitive area in the pipe sleeve

The sensor system performs the following re-
quirements: 

- Non-invasive pressure measurement in pipes
or pressure vessels without media contact

- subsequent installation on the process pipes
(free mounting, surface mounting)

- Various geometry sizes/shapes possible de-
pending on the application

- Easy installation, but slight loss of accuracy

- Measuring accuracy approx. 1% - 3% of the
measuring range (4 to 300 bar)

- Possibility of temperature compensation of the
raw signal

Source: 
[1] Nachrüstsatz zur nichtinvasiven Druckmessung

an Prozessrohren, Hannover Messe 2024, April
2024
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Summary:
The paper reports the design, technology and mechanical and optical measurements on a transparent 
photodetector. We prepared different box layer thicknesses (500 nm, 250 nm, and 20 nm) and investi-
gate the resulting membrane bow. OBIC measurements show the location-dependent photocurrent dis-
tribution on the membrane.

Keywords: photodiode, transparent, silicon-on-insulator, OBIC

Introduction
Interferometry enables very precise displace-
ment measurements. In practice, the accuracy of 
the alignment of the components and their posi-
tional fidelity determine the achieved measure-
ment accuracy. Due to its simple design without 
beam splitter and interference-prone reference 
beam path, the standing wave interferometer 
(SWIF) offers many advantages [1]. Very com-
pact and robust systems can be achieved with 
this principle. A fixed laser shines light onto a 
movable mirror. The light reflected from the mir-
ror forms a standing wave with the incident laser 
light [2]. By moving the mirror, the maxima and 
minima of the standing wave changes their posi-
tion. With a suitable detector, the position of the 
standing wave in space can be recorded [1]. This 
enables a displacement measurement by know-
ing the displacement of the mirror. The basic re-
quirement for this is a partial transparency of the 
detector.

Technology
The wavelength used for displacement meas-
urement is 633 nm. To ensure the required 
transparency of the detector at this wavelength, 
the absorbing silicon layer must not be thicker 
than 600 nm. There is also another boundary 
condition: The thinner the detector, the more 
sensitive it is to the standing wave. If the thick-
ness of the sensor is exactly the distance be-
tween maxima and minima, no signal change 
can be detected when the mirror is displaced. 
The optimal sensor thickness corresponds to λ/4 
[1]. Using a helium-neon laser (633 nm) and the 
refractive index of silicon, this corresponds to 42 
nm of silicon. To fabricate this thin silicon layer, 
the 500 nm thick device layer of an SOI wafer is 
thermally oxidized. The oxidation process “con-
sumes” silicon - that means the remaining device 

layer gets thinner. Subsequently, the resulting 
silicon oxide can be selectively removed by wet 
etching. Several optically transparent layers are 
deposited to optimize the reflective properties. 
The layer stack is shown in cross-section in Fig-
ure 1. The doped regions are schematically 
drawn with the colors red and blue. Silicon re-
moval from the backside is done by plasma-as-
sisted etching. The box layer was etched to in-
vestigate different stress states of the mem-
brane. Three different thicknesses are created
and examined: 500 nm (not etched), 250 nm and 
20 nm. To improve the optical properties, a fur-
ther silicon nitride layer is deposited on the back 
of the membrane.

Three silicon device thicknesses were manufac-
tured: 562 nm, 294 nm and 42 nm.

Figure 1: Layer stack of the transparent detector on 
SOI material. The red and blue areas in the silicon 
layer indicate boron and phosphorus doping, respec-
tively. The box layer was etched in some samples to 
250 nm or 20 nm thickness.

Chip Design
An example design of the transparent photodi-
ode is shown in Figure 2. The depletion zone is 
formed between the doped fingers. And the ca-
pacitance of the photodiode can be adjusted by 
the spacing of the doped regions. Thus, the ca-
pacitance of the diode can be significantly re-
duced, resulting in a higher cutoff frequency.
Membrane sizes were 1 mm, 0.8 mm and 
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gate the resulting membrane bow. OBIC measurements show the location-dependent photocurrent dis-
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Introduction
Interferometry enables very precise displace-
ment measurements. In practice, the accuracy of
the alignment of the components and their posi-
tional fidelity determine the achieved measure-
ment accuracy. Due to its simple design without
beam splitter and interference-prone reference 
beam path, the standing wave interferometer
(SWIF) offers many advantages [1]. Very com-
pact and robust systems can be achieved with
this principle. A fixed laser shines light onto a
movable mirror. The light reflected from the mir-
ror forms a standing wave with the incident laser
light [2]. By moving the mirror, the maxima and 
minima of the standing wave changes their posi-
tion. With a suitable detector, the position of the
standing wave in space can be recorded [1]. This
enables a displacement measurement by know-
ing the displacement of the mirror. The basic re-
quirement for this is a partial transparency of the 
detector.

Technology
The wavelength used for displacement meas-
urement is 633 nm. To ensure the required 
transparency of the detector at this wavelength,
the absorbing silicon layer must not be thicker
than 600 nm. There is also another boundary
condition: The thinner the detector, the more 
sensitive it is to the standing wave. If the thick-
ness of the sensor is exactly the distance be-
tween maxima and minima, no signal change 
can be detected when the mirror is displaced.
The optimal sensor thickness corresponds to λ/4 
[1]. Using a helium-neon laser (633 nm) and the
refractive index of silicon, this corresponds to 42 
nm of silicon. To fabricate this thin silicon layer,
the 500 nm thick device layer of an SOI wafer is
thermally oxidized. The oxidation process “con-
sumes” silicon - that means the remaining device 

layer gets thinner. Subsequently, the resulting
silicon oxide can be selectively removed by wet
etching. Several optically transparent layers are
deposited to optimize the reflective properties. 
The layer stack is shown in cross-section in Fig-
ure 1. The doped regions are schematically
drawn with the colors red and blue. Silicon re-
moval from the backside is done by plasma-as-
sisted etching. The box layer was etched to in-
vestigate different stress states of the mem-
brane. Three different thicknesses are created
and examined: 500 nm (not etched), 250 nm and 
20 nm. To improve the optical properties, a fur-
ther silicon nitride layer is deposited on the back
of the membrane.

Three silicon device thicknesses were manufac-
tured: 562 nm, 294 nm and 42 nm.

Figure 1: Layer stack of the transparent detector on
SOI material. The red and blue areas in the silicon
layer indicate boron and phosphorus doping, respec-
tively. The box layer was etched in some samples to
250 nm or 20 nm thickness.

Chip Design
An example design of the transparent photodi-
ode is shown in Figure 2. The depletion zone is
formed between the doped fingers. And the ca-
pacitance of the photodiode can be adjusted by
the spacing of the doped regions. Thus, the ca-
pacitance of the diode can be significantly re-
duced, resulting in a higher cutoff frequency.
Membrane sizes were 1 mm, 0.8 mm and 

0.6 mm. Distances between doped areas are 
available from 5 µm to 50 µm. 

Figure 2: Design of a transparent photodiode with 
50 µm distance between the doped regions and 1 mm 
membrane diameter. Red: boron doped, blue: phos-
phorus doped, green: metallization. 

Membrane deformation 
Caused by mechanical stress of the different lay-
ers (Figure 1), the membrane deforms after etch-
ing. Membrane geometry measurement was 
done with a laser scanning microscope. The bow 
of the membranes for different box layer thick-
ness and 462 nm silicon is shown in Figure 3 as 
a line scan through the center of the chip. The 
greatest mechanical stress and thus deformation 
occurs at 20 nm box layer. Smallest bow appear 
at 250 nm. 

Figure 3: Comparison of the bow of different mem-
brane diameters (1 mm, 0.8 mm, 0.6 mm) and box 
layer thicknesses of a 462 nm silicon thickness de-
vice. 

OBIC measurement 
The location dependent photocurrent on the 
membrane was determined with an optical in-
duced beam current (OBIC) setup. The spot size 
of the 633 nm laser was about 6 µm with an op-
tical power of 3 mW. The location dependent 
photocurrent is shown in Figure 4. The colors in 
the background define the different regions. Bo-
ron doping is located in the red region, phospho-
rus doping in the blue region. Light detection 
takes place only in the grey colored depletion re-
gion. This measurement was done in photocon-
ductance mode. 

Figure 4: OBIC measurement of a photodiode with 
10 µm spacing between the doping regions (10 µm). 
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Summary:
This paper presents a novel, adaptable setup for characterizing photoactive molecules, focusing on the
determination of triplet state lifetimes and fluorescence spectra. The setup incorporates a custom-de-
signed chopper wheel, which reduces the need for complex time control electronics. This configuration 
is easy to replicate and applicable across diverse fields. Initial tests with tetraphenylporphyrin demon-
strate reliable lifetime and fluorescence measurements.
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Motivation
The characterization of photoactive molecules is 
essential for numerous applications, including
volumetric 3D printing [1], solar cells [2] or 
nanocircuitry [3]. Investigating triplet state prop-
erties, such as lifetime, can aid in designing mol-
ecules that are more efficient for targeted appli-
cations.

This laser flash photolysis setup is designed to 
be highly versatile, allowing for continuous mod-
ifications to meet specific experimental needs. It
allows not only the determination of excited state 
lifetimes within the nanosecond range but also 
acquisition of fluorescence spectra.

Setup
The setup (Fig. 1.) primarily consists of standard 
laboratory components used in pump probe set-
ups. Other components, like the cuvette holder,
can easily be 3D printed. The laser must be cap-
able of being triggered by the chopper controller.

Fig. 1. Schematic drawing of the measurement setup

The pump beam is created by a diode-pumped,
intercavity frequency doubled Nd:YLF laser that 
produces pulses exceeding 100 ns with single 
pulse energies between 0.1 mJ and 9.6 mJ. It 
passes through the chopper wheel, exciting the 
sample before reaching the Si-photodiode,
which triggers the oscilloscope. The probe 
beam, generated by a xenon lamp, passes 
through the chopper wheel, reflects off a mirror, 
intersects the sample and the pump beam at a 
90° angle, then continues through the Czerny-
Turner monochromator before reaching the pho-
tomultiplier tube. The photomultiplier has a rise 
time of 2.2 ns. An amplifier transmits the data to 
the digital phosphor oscilloscope.

To acquire the laser-induced fluorescence spec-
trum, the xenon lamp and the chopper wheel are
switched off and the monochromator is scanned 
across the desired wavelength range.

A key innovation of this setup is the chopper 
wheel (Fig. 2.) where both the probe and pump 
beam pass through at the same height, but in dif-
ferent locations.

Fig. 2. Chopper wheel geometry a) mounting cut-out,
b) pump laser openings, c) probe beam openings,
d) feedback slots

a

b

c
d
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ferent locations.
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The chopper wheel triggers the laser, allowing 
the pump laser frequency to be reduced by se-
lectively opening sections in the inner ring of the 
disk (b). The chopper wheel also defines the 
measurement timing by opening and closing the 
probe beam path at precise intervals (c). 

The setup’s time resolution depends on the 
pump pulse duration and the photomultiplier rise 
time. The time window is defined by the slowest 
achievable repetition rate, with extended probe 
beam durations allowing for measurements over 
a broader timeframe.  

Nanosecond Laser Flash Photolysis Results 
Fig. 3. shows how the chopper wheel provides 
precise measurements with clear on/off inter-
valls, offering the 0% and 100% transmission va-
lues. 

Fig. 3. Oscilloscope screenshot showing triplet state 
lifetime measurement 

Upon excitation to the triplet state, tetra-
phenylporphyrin, exhibits a change in optical 
density influenced by the pump laser’s energy 
and surrounding O2 levels. This change is ob-
served on the oscilloscope as a loss of intensity 
caused by the reduced transmission. 

Fig. 4. Triplet state lifetime of tetraphenylporphyrin in 
toluene under nitrogen atmosphere 

The change in optical density at a specified time 
ΔODt can be calculated using equation (1): 

∆𝑂𝑂𝑂𝑂𝑡𝑡 = −log( 𝐼𝐼𝑡𝑡−𝐼𝐼0
𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚−𝐼𝐼0

) (1) 

The results of the change in optical density can 
be seen in Fig. 4. A double-exponential curve fit 
yielded a half-life of 62.32µs for the triplet state. 

Steady State Fluorescence Results 
Tetraphenylporphyrin has a distinct fluorescence 
emission spectrum which was captured using 
this setup. Relative radiometric calibration was 
used to correct the data set, resulting in accurate 
fluorescence spectra, as illustrated in Fig. 5. 

Fig. 5. Fluorescence spectrum of tetraphenylporphyrin 
in toluene 

Conclusion 
This work successfully demonstrates a versatile 
measurement setup capable of performing na-
nosecond laser flash photolysis spectroscopy 
and capturing steady state laser-induced fluo-
rescence spectra, making it ideal for diverse ap-
plications. The innovative chopper wheel design 
and straightforward setup make replication fea-
sible in any laboratory setting. 
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Summary: 
This work improves on a previously investigated inductive measuring system to monitor electromagnetic 
properties of steel sheet during production. The goal was to increase the measuring range. In compari-
son to the earlier method, a reference system was used to subtract the influence of the primary field. A 
simulation using COMSOL Multiphysics® was used to validate the proposal. The results obtained by 
simulation showed that microstructural transformation may be more easily observed with a different 
sensor configuration and improved postprocessing. 

Keywords: sheet rolling mill, magnetic analysis, alternating current characterization, eddy current sen-
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Introduction 
Steel is widely used in industries like electrical, 
mechanical, and civil engineering, each requir-
ing specific properties. Electrical applications pri-
oritize electromagnetic properties, while hard-
ness, elasticity, and porosity are critical in others. 
These characteristics depend on steel's micro-
structure, making its monitoring essential for 
manufacturers. In-situ measurement techniques 
help assess if post-treatment is needed, allowing 
real-time corrections and reducing energy use 
compared to recycling faulty steel. This mini-
mizes waste and supports greener production. 
[1]  

Background, Motivation and Objective 
This paper presents an improved method of a 
measuring strategy investigated in a past publi-
cation [2], demonstrated in a simulation using 
COMSOL Multiphysics® and the Jiles-Atherton-
Model. It was shown, that by evaluating the 
phase shift between an exciting magnetic field H 
and the induced voltage Uind in a measurement 
coil, the composition of the steel microstructure 
could be reliably monitored, with a method suita-
ble for high speed, high temperature and re-
sistant to dirt. A challenge remaining is the su-
perposition of the weak measurement signal and 
the primary field reducing resolution and there-
fore informative value on the composition. This 
study examines the magnitude of the primary 
field's influence on measurement outcomes and 
assesses how subtracting an empty 

measurement without a steel sheet affects this 
influence. Such a subtraction of the primary field 
can be achieved by a thoughtful coil configura-
tion as in [3] or by a reference system as in [4]. 

Approach 
The measurement method used in this work is 
based on the evaluation of the phase shift be-
tween H-field and B-field. As shown in [2], this 
phase shift is influenced by the coercivity Hc of a 
hysteresis curve. The current in the field coil 
serves as an indirect measure of the H-field. The 
B-field is determined on the basis of the voltage
induced Uind in the measuring coil.

Figure 1: scheme of the simulation model 

A flat measurement coil is positioned at a mini-
mum distance of 7.5 mm above a sheet sample. 
Directly above the measurement coil, a second 
flat coil, designated as the field coil, is placed. 
The field coil is driven by a sinusoidal alternating 
current with an amplitude of 1,5 A. In the simula-
tion, two hysteresis curves with different Hc were 
simulated in which small changes in Hc are gen-
erated by the pinning losses parameter. The two 
different hysteresis curves serve as model for 
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different microstructure compositions. However, 
since in this case the induced voltage Uind is in-
fluenced by the sum of the primary generated 
field Bp and the opposing field generated by the 
eddy current Beddy, the following equation is ob-
tained: 

Bres = Bp+Beddy 
→ Bres sin (ωt+φres)

= Bp sin (ωt+φp) + Beddy sin (ωt+φeddy)  (1)

The following equation for the resulting phase 
position results from the sine addition theorem 
and transformations: 

φres = atan
Bp sinφp+Beddy sinφeddy
Bp cosφp+Beddy cosφeddy

(2) 
As the primary field can be used as a reference 
phase, it can be summarized as shown in Eq. 3 

φres = atan
Beddy sinφeddy

Bp+Beddy cosφeddy
(3) 

This demonstrates that the resulting phase posi-
tion is always compressed by the amplitude of 
the primary field. By subtracting an induced volt-
age from a reference measurement, the primary 
field can be suppressed and the measurable 
phase differences can be increased. For this pur-
pose, the simulation from [2] was repeated and 
another one was done with a sample of air. The 
phase differences φ between the induced volt-
ages and the exciting current were then ob-
served. 

Results 

Figure 2: Phase difference over pinning losses for old 
and new approach relative to pinning losses at 
2200 A/m  

The results in Fig. 2 show an increase of the dif-
ferences between all phase differences of the 
first hysteresis curve. For the first hysteresis 
curve, the difference increases by a multiple. For 
the second, at least twice as much. And the dis-
tance between the two curves increases by a 
factor of 5, as compared to the previous method 
(Tab. 1). 

Tab. 1: Phase difference ∆φ observed in simulation 
with (New) and without (Old) subtraction of a refer-
ence. 

Old  New 

∆φmax curve 1 0.0155 0.4781 

∆φmax curve 2 0.7639 1.5355 

∆φ curves 1-2 -1.0679 -5.3351

Discussion 
A substitute value φres for the coercivity Hc is 
measured by using inductive sensors, using a 
method that is directly suitable for in-situ applica-
tions. This method enables the value to be rec-
orded precisely under real conditions without 
having to change the system or the measuring 
environment. The use of a reference system for 
the subtraction of the primary field leads to a 
considerable extension of the measuring range 
and thus offers higher accuracy and reliability 
compared to the previous method. For an appli-
cation, the subtraction of the sample needs to 
happen in-situ, as a measurement with and with-
out sample may not be possible to do simultane-
ously. With a thoughtful positioning form an extra 
set of coils it should be possible to measure the 
primary field without the field from the eddy cur-
rent. [3] This paper show that it is beneficial to 
subtract the field generated by the primary coil 
from the field generated by the eddy current.  
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Summary: Predictive maintenance is a crucial technique for reducing machine downtime. One challenge is the
absence of labeled run-to-failure data. We propose a semi-supervised anomaly detection approach using Temporal
Convolutional Networks, a regression model that has multivariate data as input and estimates vibration data. Our
study reveals that our sensor signal estimation is quite accurate for normal data. The estimation error serves as a
score that is useful for identifying anomalies.
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Introduction
Predictive maintenance (PdM) is a crucial tech-
nique to reduce machine downtime and improve
operational efficiency. Traditionally, PdM relies
on labeled run-to-failure data to train machine
learning models that can predict equipment fail-
ures. However, obtaining such data is often chal-
lenging and impractical in many industrial set-
tings [1]. This paper addresses the challenge of
detecting anomalies in machine behavior without
labeled run-to-failure data by leveraging control
loop data to predict system responses, particu-
larly vibrations.

Fig. 1: Basic concept of a Temporal Convolutional
Network. By using dilated causal convolutions,
long-range dependencies (blue lines) can be
captured without increasing the complexity of the
model.

PdM finds applications across various indus-
tries, including oil, gas, and wind. The poten-
tial of PdM is significant, with studies estimat-
ing that a properly functioning PdM program can
provide savings of 8% to 12% over preventive

*This research is funded by the Bavarian State Min-
istry of Economic Affairs, Regional Development and
Energy under the identification number DIE0147.

maintenance alone [2]. Depending on a facil-
ity’s reliance on reactive maintenance and ma-
terial condition, savings opportunities could ex-
ceed 30% to 40% [2].

This paper uses a Temporal Convolutional
Network (TCN) approach as shown in Fig. 1 to
perform anomaly detection on a die ejector ma-
chine. The die ejector is a critical component
, where it is used to precisely place bare-dies
onto substrates. The machine operates at high
speed, which results in vibrations. Distinguishing
normal from abnormal vibrations is a challenge.
Using our adapted TCN-AD approach to predict
the system’s physical response to input signals,
it is possible to detect anomalies in the die ejec-
tor’s behavior, ensuring timely maintenance and
reducing the risk of machine failure.

Fig. 2: Estimation error based anomaly detection
using Temporal Convolutional Networks. Estimation
errors lead to an increase in anomaly score.

Methodology
The methodology revolves around the develop-
ment and evaluation of the Temporal Convolu-
tional Network for Anomaly Detection (TCN-AD)
approach, which was first used in [3]. What dis-
tinguishes our approach from that in [3] is that
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Methodology
The methodology revolves around the develop-
ment and evaluation of the Temporal Convolu-
tional Network for Anomaly Detection (TCN-AD)
approach, which was first used in [3]. What dis-
tinguishes our approach from that in [3] is that

Fig. 3: TCN-AD anomaly score (blue) and smoothed score (orange) tracked over several month. Towards the end
of the shown time period the machine condition gets worse, which already was indicated by our model.

there is no prediction of future time steps, but
rather a regression of measured signals, in par-
ticular vibrations, based on a set of other signals,
in our case control loop data. The primary goal
is to detect anomalies in machine behavior by
predicting the system’s physical response to ex-
ternal impulses. In this way, the algorithm intrin-
sically models the physical system during nor-
mal operation. If the physical properties change
over time, the regression error, which is the dif-
ference between the estimated and actual sen-
sor signals, increases. Thus, this regression er-
ror makes a good indicator for anomalies (see
Fig. 2).

The TCN model used in our approach con-
sists of several key components, including di-
lated causal convolutions and residual connec-
tions. Dilated causal convolutions allow the
model to capture long-range dependencies in the
time series data without increasing the model
complexity, while residual connections help in
training deeper networks by allowing gradients to
flow more easily through the network.

The model is trained using normal sequences
of control loop data by minimizing the estimation
error on these sequences. It is then validated
with a separate set of normal sequences to en-
sure good generalization to unseen data. During
anomaly detection, the trained TCN model esti-
mates sensor signals for new input sequences,
and sequences with high estimation errors are
flagged as anomalies. What sets our approach
apart from the state of the art is its ability to
model the physical response of a system to in-
put signals using control loop data, without re-
lying on labeled run-to-failure data. This semi-
supervised method is a robust and practical so-
lution for predictive maintenance across various
machines and systems without the need for ex-
tensive labeled datasets.

The approach is evaluated using a dataset that
contains vibration data from a die ejector ma-
chine. The results demonstrate the effective-
ness in detecting anomalies in machine behav-
ior, highlighting its potential for improving pre-
dictive maintenance strategies and reducing ma-
chine downtime.

Results
The evaluation of the TCN-AD approach demon-
strated its effectiveness in detecting anomalies in
machine behavior using vibration data. The key
findings from the evaluation are as follows:

The approach showed high accuracy in de-
tecting anomalies in the vibration data of the die
ejector machine. The estimation error, which
is used as the anomaly score, effectively iden-
tified abnormal behavior in the machine’s oper-
ations (Fig. 3). The model was found to be ro-
bust to noise in the sensor data. The use of di-
lated causal convolutions and residual connec-
tions in the architecture allowed the model to
capture long-range dependencies and filter out
noise, leading to more accurate anomaly detec-
tion. The model demonstrated good general-
ization to unseen data. During inference, the
model successfully identified anomalies in new
input sequences, indicating its ability to general-
ize well to new data.

The evaluation highlighted the advantages of
using a semi-supervised learning method that
uses normal operational data for anomaly detec-
tion, making it a practical solution for predictive
maintenance. The findings from the evaluation
in Fig. 3 suggest that the system changed signif-
icantly over time compared to the modeled one
and thus the machine might have a damage.
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Summary:
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below 0.10 mg/L. Due to this low concentration, the Central European Brewing Analysis Commission 
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method. The new non-radioactive X-ray ECD achieves the necessary detection limit and linearity com-
parable to conventional radioactive ECDs, eliminating regulatory burdens tied to radioactive sources
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Introduction 
In beer production, managing diacetyl (2,3-bu-
tanedione) and 2,3-pentanedione levels is cru-
cial, as concentrations exceeding 0.10 mg/L 
cause undesirable off-flavors. These com-
pounds are by-products of yeast metabolism and 
undergo gradual breakdown during fermenta-
tion. However, due to variations in natural ingre-
dients, breweries without analytical monitoring 
instruments often extend fermentation times, im-
pacting process efficiency. To improve monitor-
ing accuracy, the Central European Brewing 
Analysis Commission recommends gas chroma-
tography with an electron capture detector (GC-
ECD) [1]. Traditional ECDs, however, rely on ra-
dioactive sources, raising regulatory and opera-
tional challenges for breweries.

A non-radioactive ECD, the X-ECD, was recently 
developed at Leibniz University Hannover [2]. It
offers sensitivity and linearity comparable to tra-
ditional radioactive detectors but avoids regula-
tory restrictions for handling radioactivity. This 
study aims to validate the detector's perfor-
mance and suitability for its use in brewery appli-
cations, showing a safer, more efficient option for 
in-production monitoring of critical fermentation 
compounds.

Experimental
The X-ECD is based on a compact high energy 
photoionization source, enabling ionization of 
the carrier gas (nitrogen or argon) to generate 

the necessary free electrons, similar to tradi-
tional radioactive sources. The X-ECD was cou-
pled with a Shimadzu GC 2010, while incubation 
and injection of headspace samples were man-
aged through a Shimadzu AOC-5000 Plus au-
tosampler into a split injector, with detailed oper-
ational parameters listed in Table 1. A short, 
heated transfer line at 100 °C connected the GC 
column to the X-ECD. Helium served as the car-
rier gas, and Argon was added as a make-up gas 
through a T-connector.

Calibration was performed using solutions of di-
acetyl and 2,3-pentandione in water with 5% eth-
anol, replicating typical beer conditions. These 
solutions allowed precise testing of the detec-
tor’s response to various concentration levels.

Additionally, real beer samples were analyzed 
under the same conditions to prove the absence 
of any disturbing matrix effects from coeluting 
substances.
Tab. 1: Operational parameters of the GC and the X-
ECD.

Vial volume 20 mL

Liquid sample 10 mL

Incubation 10 min at 60 °C

Head space 
injection volume 1 mL

Injector temperature 150 °C
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Introduction
In beer production, managing diacetyl (2,3-bu-
tanedione) and 2,3-pentanedione levels is cru-
cial, as concentrations exceeding 0.10 mg/L
cause undesirable off-flavors. These com-
pounds are by-products of yeast metabolism and
undergo gradual breakdown during fermenta-
tion. However, due to variations in natural ingre-
dients, breweries without analytical monitoring
instruments often extend fermentation times, im-
pacting process efficiency. To improve monitor-
ing accuracy, the Central European Brewing 
Analysis Commission recommends gas chroma-
tography with an electron capture detector (GC-
ECD) [1]. Traditional ECDs, however, rely on ra-
dioactive sources, raising regulatory and opera-
tional challenges for breweries.

A non-radioactive ECD, the X-ECD, was recently
developed at Leibniz University Hannover [2]. It
offers sensitivity and linearity comparable to tra-
ditional radioactive detectors but avoids regula-
tory restrictions for handling radioactivity. This
study aims to validate the detector's perfor-
mance and suitability for its use in brewery appli-
cations, showing a safer, more efficient option for 
in-production monitoring of critical fermentation 
compounds.

Experimental
The X-ECD is based on a compact high energy
photoionization source, enabling ionization of
the carrier gas (nitrogen or argon) to generate 

the necessary free electrons, similar to tradi-
tional radioactive sources. The X-ECD was cou-
pled with a Shimadzu GC 2010, while incubation
and injection of headspace samples were man-
aged through a Shimadzu AOC-5000 Plus au-
tosampler into a split injector, with detailed oper-
ational parameters listed in Table 1. A short,
heated transfer line at 100 °C connected the GC
column to the X-ECD. Helium served as the car-
rier gas, and Argon was added as a make-up gas
through a T-connector.

Calibration was performed using solutions of di-
acetyl and 2,3-pentandione in water with 5% eth-
anol, replicating typical beer conditions. These 
solutions allowed precise testing of the detec-
tor’s response to various concentration levels.

Additionally, real beer samples were analyzed
under the same conditions to prove the absence
of any disturbing matrix effects from coeluting 
substances.
Tab. 1: Operational parameters of the GC and the X-
ECD.

Vial volume 20 mL

Liquid sample 10 mL

Incubation 10 min at 60 °C

Head space 
injection volume 1 mL

Injector temperature 150 °C

Split 1:5 

GC-Column HP5-MS 
(30 m, 0.25 mm, 50 µm) 

Carrier Gas 0.9 mL/min Helium 

Oven temperature 
40 °C (3 min hold) 

10 °C/min 
80 °C (2 min hold) 

Transfer temperature 100 °C 

X-ECD temperature 100 °C 

Make-up gas flow 50 mL/min Nitrogen 

ECD modus Constant-Current 

ECD pressure Open / atmosphere 

Results 
Figure 1 shows the chromatograms of head-
space injections of a water ethanol mixture 
(95/5) containing different concentrations of di-
acetyl and 2,3-pentandione. Both compounds 
can be clearly identified by two clearly separated 
peaks. A response of the high amount of injected 
oxygen and ethanol appears much earlier than 
the analyte peaks, ensuring no baseline interfer-
ence in the target area.  

Fig. 1. GC-X-ECD chromatograms from headspace 
analysis of diacetyl and 2,3-pentanedione in an aque-
ous solution containing 5% ethanol, simulating a beer-
like mixture. 

The GC-X-ECD system detects concentrations 
as low as one-tenth of the threshold (0.1 mg/L). 
Our current work focuses on method develop-
ment, enabling the full potential of the X-ECDs 
high dynamic range (starting already at a noise 
floor around 10 Hz in pulse frequency change) to 
cover the entire concentration range of the brew-
ing process. This could enable real-time fermen-
tation monitoring to adjust process parameters 
based on ingredient quality. Figure 2 shows 
measurements of two beer samples: one fin-
ished beer from the supermarket and one so 

called "young beer" with incomplete fermenta-
tion. 

Fig. 2. GC-X-ECD chromatograms from headspace 
analysis of two real beer samples, comparing their 
profiles after incomplete and completed fermentation 
processes. 

This illustrates the concentration variability pre-
sent throughout the brewing process. Further-
more, the measurements demonstrate that no in-
terfering substance peaks in real beer samples 
obstruct the identification and subsequent quan-
tification of the two target compounds. In addition 
to achieving the required sensitivity and dynamic 
range, these results confirm the advantages of 
using an ECD over non-selective GC detectors, 
which may encounter challenges with coeluting 
substances within the complex beer matrix. On-
going work aims to optimize method develop-
ment to fully characterize the GC-X-ECD sys-
tem, focusing on its limit of detection and linear-
ity.  
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Summary: The analysis of fluorescence lifetimes has the potential to reliably differentiate plastics from foodstuffs. A
setup for use in an industrial process is required to work in real time. The combination of Rapid fluorescence lifetime
imaging microscopy (Rapid-FLIM) and neural networks shows significant improvements in capture time compared
to other FLIM technologies, while achieving a reliable differentiation of foodstuffs and plastics.
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Introduction
Plastics, due to their light weight and additional
useful properties, are widely used in food pack-
aging, both for the packaging itself and parts
of machines in industrial food production. This
prevalence leads to an issue of contamination
with these ubiquitous materials through errors or
wear of machine parts. Currently used detection
processes struggle to differentiate organic mate-
rials like plastics from the inherently organic food
stuffs processed.
The use of fluorescence lifetime for the detec-
tion of polymers in foodstuffs has been shown
to be feasible [1]. This work aims to explore
the potential of a frequency-domain based tech-
nology, focused on a faster measurement pro-
cedure while retaining the promising results of
frequency-domain fluorescence lifetime imaging
microscopy (FD-FLIM) [2].

State of the art
Fluorescence lifetime
Fluorescence describes the emission of a pho-
ton by a molecule or atom after absorption of
a photon of shorter wavelength. Fluorescence
lifetime, a material specific measure, is defined
as the time between peak fluorescence intensity
and 1

e (≈ 37%) intensity [3].

FD-FLIM and Rapid-FLIM
The approach of FD-FLIM and Rapid-FLIM relies
on the mathematical features of emission signals
in the frequency domain.
The sample is excited by a modulated laser. For
FD-FLIM, n = 16 images are captured, using a
special pco.flim camera. Every image contains a
Tap A and B, both capture half a period of the sig-
nal. The trigger switching Tap A and B is shifted
by 1

n ∗ 2π for every image relative to the laser
modulation signal to allow a reconstruction of the
emitted signal.

Fig. 1: Imaging process of Rapid-FLIM

From the phase-shift and amplitude dampening
relative to the modulation signal, two distinct life-
times are calculated. In contrast, Rapid-FLIM re-
lies on two images, therefore reducing the cap-
ture time by a factor of eight. To gather the great-
est amount of information within two images, the
trigger-shift of the second image is set to max-
imize the intensity difference between the im-
ages, an example is shown in Fig. 1. Instead
of a lifetime, an alternative measure, the normal-
ized intensity difference, shown in equation (1), is
calculated describing the normalized difference
in the intensity of Taps A to the intensity of Taps
B in a range from -1 to 1. A visualization as an
image can be found in Fig. 2.

XR =
IA − IB
IA + IB

(1)
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FD-FLIM, n = 16 images are captured, using a
special pco.flim camera. Every image contains a
Tap A and B, both capture half a period of the sig-
nal. The trigger switching Tap A and B is shifted
by 1

n ∗ 2π for every image relative to the laser
modulation signal to allow a reconstruction of the
emitted signal.

Fig. 1: Imaging process of Rapid-FLIM

From the phase-shift and amplitude dampening
relative to the modulation signal, two distinct life-
times are calculated. In contrast, Rapid-FLIM re-
lies on two images, therefore reducing the cap-
ture time by a factor of eight. To gather the great-
est amount of information within two images, the
trigger-shift of the second image is set to max-
imize the intensity difference between the im-
ages, an example is shown in Fig. 1. Instead
of a lifetime, an alternative measure, the normal-
ized intensity difference, shown in equation (1), is
calculated describing the normalized difference
in the intensity of Taps A to the intensity of Taps
B in a range from -1 to 1. A visualization as an
image can be found in Fig. 2.

XR =
IA − IB
IA + IB

(1)

Fig. 2: normalized intensity and intensity difference of
S015 M03 RF080

Tab. 1: Sample Overview

Sample Product Type
S001 Salami food
S002 Ham food
S004 Cheese food
S005 Gouda food
S006 Flour food
S007 Sugar food
S008 Oat flakes food
S009 Ham fat food
S014 Rubber gloves plastic
S015 Conveyor belt front plastic
S020 Conveyor belt back plastic
S024 Yellow sausage food

Sample Preparation and Data
The used dataset consists of 2362 measure-
ments of twelve samples, ranging from pro-
cessed foodstuffs, bought at a local supermar-
ket, e.g., cheese and salami, to rubber gloves
and conveyor belts. A complete overview of the
samples including labels is given in Tab. 1.
Measurements are taken under a microscope,
using a pco.flim FLIM-camera with a in house de-
veloped python-program and a 445 nm laser as
light-source. Measurements are saved as .npy
files with sample name, measurement number
and trigger phase-shift documented in the file-
name, e.g., “S001 M099 RF080.npy”.

Multilayer Perceptron
In the first run, the model is trained on 100 im-
ages of each sample, using k-fold cross val-
idation (k=5) to increase the utilization of the
dataset. Using a detailed confusion matrix, in-
corporating the differentiation of different food
types as well, the developed MLP reaches a
weighted F1-score of 77 %. Shrinking this ma-
trix to a binary classification of foods and plastics
yields an F1-score of 82 %. In the detailed con-
fusion matrix, it can be seen, that three samples
in particular are difficult to differentiate from plas-
tics: S002, S005 and S0024, the individual F1-
scores are shown in Tab. 2 in column ‘all’. For
the following development, metrics are focused
on those samples.

Tab. 2: Improvement of classification by measures

all data features filter
S002 60.4 % 77.0 % 91.5 % 96.0 %
S005 85.7 % 95.0 % 95.8 % 97.8 %
S024 77.8 % 88.8 % 98.4 % 97.1 %

The next version is focused on binary classifica-
tion of the identified difficult food samples against
plastics with a larger dataset consisting of 400
images for each food sample and 200 images
for each plastic sample. The additional data im-
proves the performance significantly, see Tab. 2
in column ‘data’.
To further boost the performance, additional sta-
tistical features of the images, namely the range,
variance, and inter-quartile range (IQR) are im-
plemented with good results, see Tab. 2 in col-
umn ‘features’.
Additionally, a change in the measurement
setup, the change from a 460 nm long pass fil-
ter to a 490/60 nm bandpass filter increased the
performance to the overall best results, see Tab.
2 in column ‘filter’.

Results and Conclusion
The results prove the feasibility of Rapid-FLIM
to differentiate plastics from specific food sam-
ples. This training on a binary classification be-
tween one food sample and a range of plastics
is close to a use case in industrial food process-
ing, where process lines mostly are specialized
for one type of food stuff.
The reduction of capture time by a factor of eight
vastly improves on one of the flaws of FD-FLIM
in real-time scenarios.
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Summary:
In this contribution, we highlight the use of in-situ X-ray photoelectron spectroscopy and operando
spectroscopic ellipsometry for the characterization of ultra-thin (<20nm) atomic layer deposited layers
for the use in next-generation miniaturized sensor devices. By targeting tin oxide layers, we show how 
we can use these techniques to gain insights into material composition, thickness, and optical proper-
ties, thus paving the way for unraveling the correlations between material properties and sensing per-
formance.
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Background and Motivation
Transitioning to an energy system based entire-
ly on renewable energies requires significant 
use of energy carriers such as hydrogen (H2)
and its derivatives. While considerable effort is 
devoted to improving the generation, storage,
and utilization of H2, new developments for 
secondary components, such as gas sensors,
will be necessary to ensure a swift and secure 
transition. Today’s sensors rely on expensive 
materials such as noble metals for conducto-
metric hydrogen sensors [1], expert personnel,
careful maintenance, and high investment 
costs, making them unsuitable for large-scale 
deployment and necessitating the development 
of cheap, mass-producible gas sensors capable 
of operation near room temperature (RT) and 
without noble metals.

Among the available deposition methods, atom-
ic layer deposition (ALD) has emerged as an 
attractive option for conformally depositing ul-
tra-thin films with atomic-scale thickness control 
on the wafer scale [2]. In addition, ALD results 
in amorphous and defect-rich deposits, leading 
to material properties deviating from their crys-
talline and well-ordered counterparts. Interest-
ingly, this has enabled us to demonstrate the 
sensing behavior of ALD-CeOx towards H2 in 
O2 (~1mbar) by near-ambient pressure X-ray 
photoelectron spectroscopy (XPS) [3].

Due to the low electrical conductivity of pure 
CeO2, we aim to combine ALD-CeO2 with other 
metal oxides, such as tin oxide (SnO2), to lower 

the resistivity and improve electrical conductivi-
ty and gas sensing performance by exploiting 
interfacial interactions.

In this context, the sequential nature of the ALD
process offers high flexibility for combining dif-
ferent materials during the growth process, 
either as heterostructures or mixed oxides, by 
using appropriate super-cycles [4]. However, 
this requires in-situ and operando material in-
vestigation techniques such as XPS and spec-
troscopic ellipsometry (SE) to control oxide 
composition and thickness during growth and 
monitor potential contaminants due to reaction 
residues. Combined with the amorphous nature 
of the thin films, this bottom-up approach allows 
for fine-tuning the deposit properties towards 
optimal gas-sensing performance, following a
standard procedure to determine sensor char-
acteristics for H2/air or H2/nitrogen.

Description of the New Method or System
From in-situ XPS and operando SE measure-
ments of the SnO2 film growth using TDMASn + 
O3 at 160°C in our ALD cluster described else-
where [5], we have analyzed the detailed evolu-
tion of material composition, thickness, and
growth rate depending on the number of ALD 
cycles. In addition, preliminary gas-sensing 
measurements based on ALD-SnO2 will be 
shown and correlated to material properties. 
Finally, the successful preparation of simple 
SnO2/CeO2 heterostructures will be demon-
strated as a first step toward more complex 
material compositions and the impact on mate-
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on the wafer scale [2]. In addition, ALD results
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ingly, this has enabled us to demonstrate the
sensing behavior of ALD-CeOx towards H2 in 
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photoelectron spectroscopy (XPS) [3].

Due to the low electrical conductivity of pure 
CeO2, we aim to combine ALD-CeO2 with other 
metal oxides, such as tin oxide (SnO2), to lower

the resistivity and improve electrical conductivi-
ty and gas sensing performance by exploiting 
interfacial interactions.

In this context, the sequential nature of the ALD
process offers high flexibility for combining dif-
ferent materials during the growth process, 
either as heterostructures or mixed oxides, by 
using appropriate super-cycles [4]. However,
this requires in-situ and operando material in-
vestigation techniques such as XPS and spec-
troscopic ellipsometry (SE) to control oxide
composition and thickness during growth and
monitor potential contaminants due to reaction
residues. Combined with the amorphous nature
of the thin films, this bottom-up approach allows
for fine-tuning the deposit properties towards
optimal gas-sensing performance, following a
standard procedure to determine sensor char-
acteristics for H2/air or H2/nitrogen.

Description of the New Method or System
From in-situ XPS and operando SE measure-
ments of the SnO2 film growth using TDMASn +
O3 at 160°C in our ALD cluster described else-
where [5], we have analyzed the detailed evolu-
tion of material composition, thickness, and
growth rate depending on the number of ALD 
cycles. In addition, preliminary gas-sensing
measurements based on ALD-SnO2 will be
shown and correlated to material properties. 
Finally, the successful preparation of simple 
SnO2/CeO2 heterostructures will be demon-
strated as a first step toward more complex
material compositions and the impact on mate-

rial properties such as Ce cation oxidation 
state. 

Results 
Operando spectroscopic ellipsometry enables 
rapid ALD recipe optimization for TDMASn and 
O3. The growth per cycle (GPC) has been de-
termined to  0.6 Å to 0.7 Å between 0 and 750 
cycles (0 and ~50 nm, respectively), in line with 
expectations based on the literature. No signifi-
cant nucleation delay or change in the GPC for 
ultra-thin layers has been observed, showing 
ideal linear film growth on Si (see Fig. 1 as an 
example). A Drude-Lorentz model has been 
used to describe the SnO2 layer. 

Fig. 1. The thickness evolution of SnO2 was deter-
mined by operando SE during the ALD process. 
Green and red bars indicate the precursor and oxi-
dant doses, respectively. The optical model is shown 
in the lower right. 

In-situ Sn 3d XPS measurements during differ-
ent stages of the deposition process indicate 
the absence of Sn metal in the ALD deposit. 
Early results from Auger parameter measure-
ments hint at the presence of pure Sn4+, with 
notable changes in the Auger parameter during 
the initial stages of growth. Together with infor-
mation derived from the Si 2s core level associ-
ated with the native SiO2 of the substrate, this is 
tentatively assigned to a change in the chemical 
environment, e.g., when transitioning from the 
SnO2/SiO2 interface to the SnO2 film. This inter-
facial region could be especially relevant for 
ultra-thin SnO2 films used in heterostructures or 
mixed oxides. 

The amount of carbon and nitrogen residues 
from the TDMASn precursor in the film has 
been investigated by monitoring the C 1s and N 
1s core level intensity evolutions with ALD cy-
cles, respectively. Both show a noticeable in-
tensity decrease compared to Sn 3d with in-
creasing cycle number (cf., Fig. 2), indicating a 
difference in precursor reaction mechanism 
during the transition from hetero- to homoepi-

taxial growth [6], again relevant for use in future 
heterostructures. 

Investigations of the sensing behavior of ALD-
SnO2 grown on sensor substrates with integrat-
ed electrodes are ongoing and will shed light on 
the influence of material properties on sensor 
response. In addition, surface decoration with 
small amounts of CeOx nanoparticles and ultra-
thin layers will be investigated to evaluate the 
impact of the heterostructure approach on op-
eration temperature and sensor response. 

Fig. 2. Ratio of nitrogen and carbon to tin depend-
ing on ALD cycle number. 
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solutions to enhance fuel cell performance, safety, and durability. Two instruments are being imple-
mented: multiparameter fiber-optic (FO) sensors embedded in an additively manufactured bipolar plate
(BP) for minimal invasive in-cell measurements and an online water analysis device for detecting deg-
radation in FC wastewater. These solutions enable enhanced in-situ chemical and physical FC meas-
urements.
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Introduction
Innovative FC sensor solutions are essential for
enhancing the development of proton exchange 
membrane (PEM) FCs, making them more af-
fordable and durable. Real-time, in-situ meas-
urements and characterization of inappropriate 
operating conditions is essential for better FC 
development and lifetime prediction. Dangerous 
conditions, such as an uneven humidity distribu-
tion or degradation of the perfluoro sulfonic acid 
(PFSA) Nafion® membrane material lead to 
membrane shrinkage and can cause irreversible 
damage to the FC. Monitoring spatially resolved 
membrane humidification and fluoride emission 
rates could be crucial for a more accurate FC 
system performance assessment. Additional in-
situ data supports the development of simulation 
models and enhances their accuracy [1][2].

Methodology
A novel sensor solution for in-cell spatially re-
solved multiparameter monitoring is presented 
based on FO sensors embedded into an Additive 
Manufactured (AM) “smart” BP. The invention
enables a minimally invasive multi-parameter
measurement close to the chemical reaction of 
the FC. A Fiber Bragg Grating (FBG) technology 
is used for temperature and strain sensing, while
tapered and laser-cut single-mode fibers are em-
ployed for humidity sensing [3].

Using the Laser Powder Bed Fusion (LPBF) pro-
cess, a stainless-steel BP is 3D printed, embed-
ding the fibers during process interruptions. 
However, this printing method encounters chal-
lenges, such as obtaining hydrogen gas tight-
ness and ensuring that the BP's thermal, electri-
cal, and fluid dynamical properties match those 
of standard BPs.

Fig. 1. Fusion of Additive Manufacturing and fiber 
optic sensors creates a “smart” bipolar plate for mini-
mally invasive fuel cell application

Additionally, a real-time water analysis system 
for monitoring membrane degradation caused by 
free hydrogen radicals measures fluoride emis-
sions in a time-resolved manner. This system 
uses a colorimetric fluorescent reagent with high 
selectivity for fluoride [4], laser excitation, and a 
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Using the Laser Powder Bed Fusion (LPBF) pro-
cess, a stainless-steel BP is 3D printed, embed-
ding the fibers during process interruptions. 
However, this printing method encounters chal-
lenges, such as obtaining hydrogen gas tight-
ness and ensuring that the BP's thermal, electri-
cal, and fluid dynamical properties match those 
of standard BPs.

Fig. 1. Fusion of Additive Manufacturing and fiber 
optic sensors creates a “smart” bipolar plate for mini-
mally invasive fuel cell application

Additionally, a real-time water analysis system 
for monitoring membrane degradation caused by 
free hydrogen radicals measures fluoride emis-
sions in a time-resolved manner. This system 
uses a colorimetric fluorescent reagent with high 
selectivity for fluoride [4], laser excitation, and a 

microfluidic cuvette to detect fluorescence, 
providing early indications of FC degradation. An 
integrated optical, microfluidic setup realized 
with an online sampling concept in the FC envi-
ronment enables time-resolved measurement. 

 
Fig. 2. Scheme of sensor concept for real-time fluo-
ride measurement in PEM FC systems 

Results and Discussion 
The initial 3D printed BP was realized using 316L 
stainless steel, with the embedding OF for tem-
perature and strain sensing based on FBG tech-
nology. AM prototypes successfully demon-
strated H2 gas tightness for FC applications. The 
first single-cell FC test bed application of a smart 
BP with embedded temperature OFs showed a 
good measurement correlation between de-
tected hot spots and current density peaks 
measured with a shunt resistor current mapping 
board. 

 
Fig. 3.  a) Current density distribution in a 5x5 cm 
single-cell FC test bed (cathode side). b) Temperature 
distribution in the smart bipolar plate (anode side) 

Further enhancements aim to include humidity 
sensing using tapered or laser-cut single-mode 
fibers. Laser-cut fiber sensors demonstrated 
promising humidity correlation between 20%rH 

and 80%rH with ~1% accuracy. Improvements in 
fiber processing, such as debris cleaning and 
round edges design, enhance robustness in the 
embedding process and against rough environ-
mental conditions in the FC. 

A first research prototype for online sampling 
and time-resolved fluoride concentration meas-
urements showed a detection limit below 10 ppb. 
The microfluidic system achieved accurate and 
bubble-free control of water analyte mixing with 
a constant flow rate of 15 µl/min and 10% water 
concentration. To achieve a faster aggregation 
of the F- with the reagent of approx. 6 minutes, 
the mixture was heated to 45°C, significantly im-
proving PEM FC water quality assessment and 
membrane degradation detection. 

Conclusion 
Initial studies and implementations of the AM BP 
and the presented online product water analyzer 
show the potential of innovative sensor systems 
to identify and characterize unfavorable FC con-
ditions. Preliminary lab and test bed applications 
demonstrated the potential for obtaining critical 
in-situ parameters and improving the identifica-
tion of membrane degradation indicators, thus 
enhancing FC performance, lifetime, and safety. 
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Summary:
High throughput nanomechanical characterization of soft materials including biomaterials demands fur-
ther development of advanced nanomechanical measurement systems. A microelectromechanical sys-
tem based scanning probe microscope (MEMS-SPM) for nanomaterial testing has been developed to 
bridge the metrological gap between typical nanoindentation instruments and nanomechanical AFMs. 
Proof-of-principle measurements of typical reference materials including PC with a bandwidth up to 20 
kHz have been reported to validate the advanced measurement capability of the MEMS-SPM.
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Motivation
Quantitative measuring the mechanical proper-
ties of soft materials is essential in the field of 
biomedical applications such as tissue engineer-
ing and regenerative medicine, material devel-
opment and quality control for soft robotics in-
cluding soft robotic actuators and components,
biophysics and cell mechanics.

To date, nanoindentation instruments with dia-
mond Berkovich and ball-shaped indenters have 
proven to be qualified for mechanical measure-
ments of bulk materials. However, their relatively 
poor force resolution has limited the application 
of nanoindentation instruments for biomaterial 
measurements. Nanomechanical AFMs have 
become powerful tools for biomaterial testing 
with relatively high lateral resolution. However, 
the indentation force and depth of AFMs are 
quite often inadequate for quality control of hy-
brid materials.

To bridge the metrological gap between 
nanoindentation instruments and nanomechani-
cal AFMs, recently a MEMS-SPM has been pro-
posed [1]. Quasi-static measurements of typical 
soft materials including various thermal plastic 
polymers with the MEMS-SPM have demon-
strated the fundamental performance of the 
MEMS-SPM for nanomechanical measure-
ments. 

In this manuscript, the MEMS-SPM system has 
been further developed for the purpose of high-
throughput nanomechanical measurements of 
soft materials. 

Principle
The schematic of the MEMS-SPM for high-
throughput nanomechanical measurements is il-
lustrated in Fig. 1. It consists typically of a group 
of electrostatic comb-drives for force modulation 
and indentation depth sensing, and a passive 
cantilever gripper integrated on the main shaft of 
the MEMS-SPM. This gripper is especially opti-
mized to hold non-contact AFM probes for mate-
rial testing.

With this integrated cantilever gripper, nearly all 
commercially available AFM probes with a tip 
height larger than ~ 5 µm can be clamped by the 
MEMS-SPM head and utilized for material test-
ing. For nanomechanical measurements of ex-
tremely soft biomaterials, ball-shaped AFM 
probes are recommended in [1].

Fig. 1. Schematic of the MEMS-SPM head for nano-
mechanical characterisation of nanostructured mate-
rials. 

kMEMS

Cantilever gripper

AFM probe

MEMS-SPM 
head
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In the case of quasi-static nanomechanical 
measurements, various capacitive sensors in-
cluding commercial capacitance to digital con-
verters (e.g. AD7745/46/47) can be utilized for 
indentation depth measurements with a resolu-
tion down to 10 Picometer.  

To implement dynamic mechanical measure-
ment methodology [2], a measurement system 
on basis of typical lock-in technique has been 
developed. As illustrated in Fig. 2, the carrier sig-
nal fc overlapped with the modulation signal fm is 
sent to the comb-drives within the MEMS for 
force modulation and indentation depth meas-
urement. The through-put current coming from 
the MEMS is firstly converted to voltage signal 
and then sent into the lock-in amplifier for further 
analysis.  

Fig. 2. Schematic of the signal processing and data 
acquisition system for dynamic mechanical measure-
ment with the MEMS-SPM. 

In our measurement system for dynamic meas-
urements, the typical carrier signal fc is set to 500 
kHz for quasi-static indentation depth (z0) meas-
urement with subnanometric resolution and a 
bandwidth up to 300 Hz. The self-developed pre-
amplifier for dynamic measurements features a 
DMA bandwidth up to 50 kHz. 

Results 
To demonstrate the capability of the MEMS-
SPM for nano-DMA measurements, typical ref-
erence materials have been measured. Fig. 3 

shows typical frequency-amplitude response of 
PC measured by the MEMS-SPM with a 
clamped diamond AFM probe. It can be seen 
that the MEMS-SPM head has a resonance fre-
quency of about 2.9 kHz. After engagement with 
the reference sample, the contact resonance fre-
quency of the measurement system is shifted to 
about 12.5 kHz. 

Fig. 3. Typical dynamic response of reference PC 
under MEMS-SPM measurements. 

Summary and outlook 
Quantitative data evaluation algorithm for 
MEMS-SPM will be further developed to extract 
the dynamic mechanical properties of soft mate-
rials including complex modulus and the loss fac-
tor. Quasi-static and dynamic nanomechanical 
measurements of the reference materials using 
commercial nanoindentation instrument (e.g. 
Hysitron Tiboindenter TI-950) will be performed. 

The measurement uncertainty of the MEMS-
SPM will be evaluated by means of the compar-
ison measurements. 
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Summary: This work describes the methods for processing general XYZ data clouds which are the primary data
coming from metrological Scanning Probe Microscopes (SPM).They can also be obtained also with other SPM
instrumentation. XYZ data are more general than the normal raster scan data, typically used in SPM. The transition
from raster data to point clouds allows much more complex scanning patterns to be used easily and makes the SPM
sampling closer to that used in other 3D measurements systems such as coordinate measuring machines. The with
all the benefits and drawback of this approach for scanning probe microscopes are discussed.
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Introduction

Scanning Probe Microscopy is a widely used
measurement technique, suitable for determin-
ing dimensional and physical properties with
nanometre resolution and with no need for sam-
ple preparation. It is based on use of a sharp
probe that is physically scanned across the sam-
ple surface, while the force between the probe
and surface is detected and used to establish a
probe-sample distance feedback.

Conventional microscopes perform measure-
ments in a raster pattern, i.e. the sample is
scanned using an equidistant set of points ly-
ing on a rectangular grid. The benefit of this
approach is that the results can be easily vi-
sualized. However, information on the sam-
ple is only rarely distributed homogeneously, so
the sampling resolution is therefore in principle
too low or too high on different areas of the
scanned surface. Increasing the scan resolution,
however, means increasing the scanning time,
which leads to low throughput and increased im-
pact of parasitic effects like thermal drift. When
it comes to large area SPMs[1], designed to
study industrially relevant sample areas scan-
ning over millimetre ranges, raster patterns be-
come highly ineffective. They are also unsuitable
for high-speed SPMs[2], designed mostly for life-
sciences applications as they contain too sharp
turnarounds, leading to mechanical vibrations.

A solution is to use non-raster patterns, ei-
ther optimized to obtain the information with den-
sity adapted to its local content or optimized to
provide smooth mechanical motion. However,
data processing techniques for non-raster data
in SPM are highly underdeveloped. Here we de-
scribe some algorithms developed for the open
source software Gwyddion[3] to treat general
XYZ data, i.e. point clouds.

XYZ data acquisition
XYZ data sets are organized in a manner such
that every sampled point comprises an x, y and
z coordinate value. This is a natural way to store
data from metrological systems where interfero-
metric sensors are used to determine the probe
or sample position in space.

To drive a microscope in a non-raster pattern
we have used a Gwyscope open hardware dig-
ital signal processor[4] which is fully designed
to work with general XYZ data sets. On top of
it, every point is stored also with its timestamp,
relative to the measurement start time. The mi-
croscope was based on use of a large area air
bearings and voice coil motor based stage com-
bined with a high-speed stage using piezoelec-
tric transducers. Positions of both stages were
measured using interferometers, as illustrated in
Fig. 1.

Fig. 1: Dual stage system with interferometers used
to measure the XYZ data set
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1 Czech Metrology Institute, Okružnı́ 31, 638 00 Brno, Czech Republic

2 CEITEC, Brno University of Technology, Purkyňova 123, 612 00 Brno, Czech Republic
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all the benefits and drawback of this approach for scanning probe microscopes are discussed.

Keywords: Data Processing, Scanning Probe Microscopy, Metrology

Introduction

Scanning Probe Microscopy is a widely used
measurement technique, suitable for determin-
ing dimensional and physical properties with
nanometre resolution and with no need for sam-
ple preparation. It is based on use of a sharp
probe that is physically scanned across the sam-
ple surface, while the force between the probe
and surface is detected and used to establish a
probe-sample distance feedback.

Conventional microscopes perform measure-
ments in a raster pattern, i.e. the sample is
scanned using an equidistant set of points ly-
ing on a rectangular grid. The benefit of this
approach is that the results can be easily vi-
sualized. However, information on the sam-
ple is only rarely distributed homogeneously, so
the sampling resolution is therefore in principle
too low or too high on different areas of the
scanned surface. Increasing the scan resolution,
however, means increasing the scanning time,
which leads to low throughput and increased im-
pact of parasitic effects like thermal drift. When
it comes to large area SPMs[1], designed to
study industrially relevant sample areas scan-
ning over millimetre ranges, raster patterns be-
come highly ineffective. They are also unsuitable
for high-speed SPMs[2], designed mostly for life-
sciences applications as they contain too sharp
turnarounds, leading to mechanical vibrations.

A solution is to use non-raster patterns, ei-
ther optimized to obtain the information with den-
sity adapted to its local content or optimized to
provide smooth mechanical motion. However,
data processing techniques for non-raster data
in SPM are highly underdeveloped. Here we de-
scribe some algorithms developed for the open
source software Gwyddion[3] to treat general
XYZ data, i.e. point clouds.

XYZ data acquisition
XYZ data sets are organized in a manner such
that every sampled point comprises an x, y and
z coordinate value. This is a natural way to store
data from metrological systems where interfero-
metric sensors are used to determine the probe
or sample position in space.

To drive a microscope in a non-raster pattern
we have used a Gwyscope open hardware dig-
ital signal processor[4] which is fully designed
to work with general XYZ data sets. On top of
it, every point is stored also with its timestamp,
relative to the measurement start time. The mi-
croscope was based on use of a large area air
bearings and voice coil motor based stage com-
bined with a high-speed stage using piezoelec-
tric transducers. Positions of both stages were
measured using interferometers, as illustrated in
Fig. 1.

Fig. 1: Dual stage system with interferometers used
to measure the XYZ data set

XYZ data processing

The XYZ point clouds in Gwyddion open source
software are loaded as a special data type and
dedicated data processing modules are provided
for them. This includes the key operations that
are needed to pre-process and evaluate the
data: cropping data in time or space, organiz-
ing the point clouds data (merging, splitting, sort-
ing), assigning the scales and units to them, etc.
The data can be also filtered using Fast Fourier
Transform, assuming that they were generated
at constant sampling speed and they can be lev-
eled to remove probe-sample tilt. Drift in the
data can be estimated from the crossing points
in the sampling pattern. Data can be at any mo-
ment rasterized to a regular grid to enable use
of much wider set of data processing algorithms
developed for the conventional scans, however
this is not the goal. Algorithms are being devel-
oped for direct processing of XYZ data, e.g. for
fitting a geometrical shape on it. All the algo-
rithms discussed here are available in the open
source software Gwyddion (http://gwyddion.net).

Results

Here we show an example of processing a XYZ
data cloud from a measurement on a chessboard
pattern calibration sample. The measurement
was performed using a combination of a high-
speed short range stage scanning in the x direc-
tion and large area stage moving in both x and y
direction. This leads to a complex scan pattern
on the surface. As the measurement was done
using a simple setup that was not thermally op-
timised, there is a significant z drift in the data.
In traditional raster data it would be easy to re-
move it by adjusting individual scan lines, how-
ever, for a general point cloud this is not possible.
The drift was therefore detected from the cross-
ing points,i.e. points where the scan path inter-
sects itself. As all the data points also include
a timestamp, we could evaluate the evolution of
the z coordinates as a function of time and fit a
polynomial drift model on these data. By removal
of this polynomial the drift was significantly re-
duced, as seen in Fig. 2. It should be noted that
there are also some other parasitic effect com-
ing from mechanical oscillations of the test setup,
nevertheless the data were significantly flattened
using this approach.

Conclusions

A set of algorithms for XYZ point clouds gener-
ated in Scanning Probe Microscopy was devel-
oped and included in the Gwyddion open source
software. It enables running advanced SPM ex-
periments with more complex sampling patterns
without need for developing the data process-
ing tools from scratch. XYZ point clouds are a
natural way how to extend the SPM functionality
towards larger area and higher speed measure-
ments.

Fig. 2: Drift removal from XYZ data clouds measured
on the checkerboard grating: A) raw data, B)
processed data, C) estimated drift.
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Summary:
For the past ten years, CETIAT has been working on the development of a new type of temperature 
generator. The goal is to reduce the stabilization time at calibration temperatures while ensuring an 
exceptional thermal quality of the comparison medium.

Heat pipe-based temperature generators are studied in several metrology institutes, such as INRIM and 
LNE. While water-based heat pipes have already been the subject of extensive research, the innovation 
introduced by CETIAT lies in the development of an ethanol-based heat pipe. This breakthrough enables 
coverage of a temperature range suitable for industrial calibrations, from -30 °C to 120 °C. This is made 
possible by combining two heat pipes: one using water and the other ethanol. These heat pipes are 
GCHPs: Gas-Controlled Heat Pipes.

The use of a heat pipe for calibrations at negative temperatures represents a first in metrology. In 2024, 
this calibration method was accredited by COFRAC. This article provides a summary of the results 
obtained and the calibration possibilities offered by this innovative technology.

Keywords: GCHP, Heat pipe, Calibration, metrology

1. Why use heat pipes as a comparison me-
dium?
Heat pipes offer two major advantages: excep-
tional thermal homogeneity and robust, rapid 
implementation. The heat pipe effect relies on 
the liquid-gas phase change of a fluid, gov-
erned by Clapeyron’s law. This phenomenon 
ensures an extremely stable phase transition 
temperature. The energy supplied to the system 
is absorbed during this phase transition, thus 
limiting the influence of external disturbances. 
When a heat pipe is connected to a regulated 
pressure circuit, it becomes possible to continu-
ously adjust the temperature setpoints, as the 
adjustment parameters are temperature and 
pressure.

2. Operation of a heat pipe in metrology
The heat pipe effect is based on the liquid-to-
gas phase change of a fluid. Clapeyron's law
defines this phase change, which is extremely 
stable.

Fig. 1. Principle Diagram of the Heat Pipe Effect

A metrological heat pipe takes the form of a 
sealed cylinder. At its base, a fluid is heated and 
evaporates (evaporator). The resulting vapor 
condenses on a cooled upper surface (conden-
ser), before flowing back by gravity to the evap-
oration zone. Between these two areas, a nearly 
adiabatic central region provides remarkable 
thermal homogeneity, making it ideal for calibra-
tion applications.
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1. Why use heat pipes as a comparison me-
dium?
Heat pipes offer two major advantages: excep-
tional thermal homogeneity and robust, rapid 
implementation. The heat pipe effect relies on
the liquid-gas phase change of a fluid, gov-
erned by Clapeyron’s law. This phenomenon
ensures an extremely stable phase transition
temperature. The energy supplied to the system
is absorbed during this phase transition, thus
limiting the influence of external disturbances. 
When a heat pipe is connected to a regulated
pressure circuit, it becomes possible to continu-
ously adjust the temperature setpoints, as the
adjustment parameters are temperature and 
pressure.

2. Operation of a heat pipe in metrology
The heat pipe effect is based on the liquid-to-
gas phase change of a fluid. Clapeyron's law
defines this phase change, which is extremely
stable.

Fig. 1. Principle Diagram of the Heat Pipe Effect

A metrological heat pipe takes the form of a
sealed cylinder. At its base, a fluid is heated and
evaporates (evaporator). The resulting vapor 
condenses on a cooled upper surface (conden-
ser), before flowing back by gravity to the evap-
oration zone. Between these two areas, a nearly
adiabatic central region provides remarkable
thermal homogeneity, making it ideal for calibra-
tion applications.

Fig. 2. Principle Diagram of the CETIAT GCHP 

Compared to an overflow thermostat bath, the 
heat pipe offers superior thermal performance 
due to this effect. Additionally, regulation is pro-
vided by a pressure control system, which is 
more responsive than a traditional resistive de-
vice, allowing for quick adjustments of setpoints 
on heat pipe-based generators (GCHPs). Once 
the temperature and pressure conditions are de-
fined, the heat pipe effect is established in a 
highly reproducible manner. 

3. Adaptation to Calibrations
To transform a heat pipe into a temperature gen-
erator for calibrations, it is necessary to add in-
serts (heat sinks) for inserting the probes to be 
calibrated, like dry block ovens. Although the 
sensors are not directly immersed in a heat 
transfer fluid, as they would be in a calibration 
bath, the impact is negligible thanks to the excel-
lent thermal characteristics of the heat pipe. 
Moreover, this setup also allows for the calibra-
tion of non-immersible sensors, provided their di-
ameters are compatible. 

Fig. 3. Photo of the CETIAT GCHP. 

The GCHPs are thus ideal candidates for the re-
alization of automated calibrations, combining 
precision, speed, and robustness. 

4. Description of the Heat Pipes
The water-based heat pipe consists of a stain-
less-steel cylinder with a diameter of 114 mm 
and a length of 440 mm, featuring internally 
grooved walls. It is equipped with a removable 
lid that includes seven inserts (heat sinks) for 

inserting the sensors to be calibrated. These in-
serts, 400 mm in length and with an internal di-
ameter of 10 mm, are particularly suited for cali-
brating long-stem reference probes such as 
SPRTs. 

Fig. 4. Photo and diagram of the heat pipe 

The walls immersed in the heat pipe are cov-
ered with a metallic wick that allows the flow of 
the condensate. A "gel tube" type cooling sys-
tem maintains a constant temperature at the 
condenser throughout its use. The only variable 
parameters are the heating temperature at the 
evaporator and the pressure applied to the heat 
pipe. The pressure setpoint allows for precise 
definition of the internal temperature of the heat 
pipe, thanks to a pre-established pressure-tem-
perature curve. Once configured, this system is 
easy to use. 

Pressure regulation is achieved by a high-preci-
sion regulator, the Pace 6000, allowing adjust-
ments to the nearest pascal. By knowing the 
pressure-temperature relationship, it becomes 
possible to quickly reach the desired tempera-
ture with excellent stability, making the heat 
pipe an ideal medium for calibrations. 

5. Characterization of the GCHP
The two heat pipes at CETIAT have been char-
acterized thermally according to the best current 
practices for characterizing temperature genera-
tors, including the use of a calibration bath. This 
characterization was carried out using reference 
thermometers, calibrated within the laboratory. 
We analysed the homogeneity and stability of 
the working volume over a period of at least 30 
minutes, after the thermal steady state was es-
tablished. The thermal load allowed us to evalu-
ate the heat pipe's ability to compensate for the 
effect of a significant thermal load, such as the 
simultaneous calibration of six thermometers. 
Although the results obtained are lower than 
those from the National Metrology Laboratory 
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due to the traceability of the thermometers used, 
they still allow for an improvement in calibration 
uncertainty, reducing it from 0.03 °C to 0.02 °C. 

Result /°C Water Ethanol 
Homogeneity 0.001 0.005 

Stability 0.003 0.009 
Thermal loads 0.001 0.003 

Fig. 5. Performance of the CETIAT GCHP. 

6. Temperature Ranges and Innovations
The water-based heat pipe covers a tempera-
ture range from +30 °C to +120 °C. To extend 
this range, CETIAT has developed an ethanol-
based heat pipe, a first in the field. This heat 
pipe is installed in a freezer maintained at a 
constant temperature of -80 °C, ensuring an 
ambient temperature lower than the operating 
temperature. This configuration allows the etha-
nol-based heat pipe to function effectively in a 
range of negative temperatures. 

The thermal performance of the ethanol-based 
heat pipe is comparable to that of the water-
based heat pipe. Together, these two devices 
provide CETIAT with high-quality metrological 
comparison media, covering a temperature 
range from -30 °C to +120 °C. 

7. Validation and Implementation
The method was validated through an inter-la-
boratory comparison conducted with other la-
boratories accredited by COFRAC according to 
ISO 17025, with uncertainty levels that are 
closely aligned. The results showed a normal-
ized deviation of less than 1, confirming the reli-
ability of the method. In 2024, this approach 
was officially accredited by COFRAC. 

Fig. 6. Results of the inter-laboratory comparison 

Today, CETIAT is able to perform temperature 
calibrations with an uncertainty of 0.02 °C. Ini-
tially, these calibrations will be reserved for inter-
nal use to allow laboratory technicians to gain 
expertise and experience. Ultimately, this exper-
tise will be extended to commercial calibration 
services. 

8. Conclusion
The implementation of pressure-regulated heat 
pipes as a comparison medium for temperature 
calibrations has been at the heart of extensive 
research, particularly in national metrology la-
boratories in France, Italy, and other countries. 
For the first time, CETIAT has developed a heat-
pipe-based temperature generator intended for 
industrial calibrations. 

To meet the needs of commercial calibrations, 
CETIAT has also innovated by designing a heat 
pipe capable of operating at negative tempera-
tures, a first. This system relies on the integration 
of an ethanol-based heat pipe in a freezer, 
thereby opening up new possibilities. 

The ongoing optimization of uncertainty budgets 
will ultimately allow for the offering of commercial 
calibrations with significantly reduced uncer-
tainty levels compared to current solutions. 
Moreover, CETIAT is actively committed to pro-
moting this type of high-quality generator, while 
highlighting its ease of use. 
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Today, CETIAT is able to perform temperature
calibrations with an uncertainty of 0.02 °C. Ini-
tially, these calibrations will be reserved for inter-
nal use to allow laboratory technicians to gain
expertise and experience. Ultimately, this exper-
tise will be extended to commercial calibration 
services.

8. Conclusion
The implementation of pressure-regulated heat
pipes as a comparison medium for temperature
calibrations has been at the heart of extensive 
research, particularly in national metrology la-
boratories in France, Italy, and other countries. 
For the first time, CETIAT has developed a heat-
pipe-based temperature generator intended for
industrial calibrations.

To meet the needs of commercial calibrations,
CETIAT has also innovated by designing a heat
pipe capable of operating at negative tempera-
tures, a first. This system relies on the integration
of an ethanol-based heat pipe in a freezer,
thereby opening up new possibilities.

The ongoing optimization of uncertainty budgets
will ultimately allow for the offering of commercial
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Summary:
The weighing cells with electromagnetic force compensation are frequently employed for high-precision 
mass measurement. Digital control enables more comprehensive monitoring and facilitates the imple-
mentation of flexible control algorithms. However, due to the limited resolution of the digital-to-analog 
converter, small-step impacts exist in the electromagnetic force control process, adversely affecting the 
balancing process of the highly sensitive mechanical elastomer. The lever exhibits a discernible ampli-
tude of vibration even in its stable stage, thereby inducing repetitive deformation in each flexible hinge 
and resulting in significant fluctuations of the measured values. A digital PID state-locking measurement 
method was proposed to reduce the influence of lever vibration on measurement results by fixing the 
states of input, output, and integration of the PID controller during stable stages, which disconnects the 
PID controller and the displacement of the mechanical elastomer. Additionally, mass values calculated 
using coil current are corrected by lever end displacement, leveraging the low stiffness coefficients ex-
hibited by flexible hinges. Experimental results demonstrate that the proposed method effectively re-
duces fluctuation amplitudes in mass values during balance stages, thereby enhancing quality meas-
urement accuracy.

Keywords: electromagnetic force compensation, weighing cell, digital PID control, mass correction.

Introduction
Weighing cells with electromagnetic force com-
pensation is frequently used in high-precision 
mass measurement [1,2]. With the development 
of metrology digital transformation [3] and real-
time control technology, digital control enables 
more comprehensive monitoring and flexible 
control algorithms for the weighing cells. How-
ever, due to the limited resolution of digital-to-
analog converters (DAC), there is a small step 
shock in coil current control, resulting in exces-
sive fluctuation. Additionally, the low natural fre-
quency of highly sensitive mechanical elasto-
mers makes feedback control of coil current sus-
ceptible to external signals, such as vibrations 
caused by lever movement during balance posi-
tioning. The adoption of digital control amplifies 
this vibration amplitude, which negatively im-
pacts the measurement accuracy of the weigh-
ing unit. To mitigate mass measurement value 
fluctuations during steady stages, the displace-
ment of the lever end is utilized to correct the 
mass value calculated by coil current.

Method
The weighing unit utilizes the lever balance prin-
ciple to convert force signals into electrical sig-
nals for high-precision measurements. When 

balanced at the pivot hinge point, as shown in 
Fig. 1, the equilibrium equation can be ex-
pressed as eq. (1).

= +t t coil coil I eqm gL BI L L k (1)

Where tm is the mass value of the tested weight,

tL is the force arm of the tested weight relative 
to the fulcrum hinge, eqk is the equivalent rota-
tional stiffness coefficient of elastomer,  is the
rotation angle of the balance, B indicates mag-
netic induction intensity, coilL refers to effective 
length of coil within magnetic field, coilI is the coil 
current, and IL is the equivalent lever of the lo-
rentz force.

The tested mass can be expressed as eq. (2).

= +t I coil s tailm k I k s (2)

Where Ik is related to elastomeric link size, 
magnetic steel structure, permanent magnet 
strength, coil length and local gravity accelera-
tion; while sk is related to elastomeric link size, 
flexible hinge stiffness coefficient and local grav-
ity acceleration among other parameters.
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 Fig. 1. Digital PID state locking measurement method of weighing cell. 

The unbalance of the lever, as indicated by eq. 
(2), introduces a certain error in the calculated 
mass solely based on the coil current. However, 
this error can be corrected by the displacement 
at the end of the lever. 

Therefore, the zero-order holder is utilized to 
lock states of the PID controller during the lever 
stabilization stage, as shown in Fig. 1. As a result, 
the negative feedback control channel of the 
electromagnetic force is interrupted, allowing the 
elastomer lever to freely balance under the 
tested weight and the electromagnetic force. 
Due to the mechanical properties of the elasto-
mer and torque stiffness of the flexure hinge, a 
slight amplitude vibration eventually occurs at a 
specific position on the lever. The mass value 
calculated by coil current can be corrected based 
on Eq. (2) using the balance position of lever dis-
placement vibration and the low stiffness coeffi-
cient to reduce the fluctuation of the steady-state 
stage of the weighing module under digital con-
trol. The stationary stage of the lever can be de-
termined by whether or not its end displacement 
peak-to-peak value remains below a threshold 
value for a certain period. 

Results 
A weighing cell controlled by a digital PID con-
troller was set up based on the TwinCAT devel-
opment platform. The real-time control period 
was set to 2ms. Lever end displacement was 
measured by a photodiode and division amplifier 
circuit. The voltage and current acquisition cards 
were selected with 24-bit resolution, while the 
voltage DAC was selected with 16-bit resolution. 

The experiment was carried out with a weight of 
2g. Fluctuations in mass measurement results 
within the 60s during the stable stage were com-
pared between analog circuit PID control, tradi-
tional digital PID control, and digital PID lock 
control, as shown in Table 1. The fluctuation er-
ror of traditional digital PID continuous control 
was the largest because of the resolution limita-
tion of the voltage DAC. The results of the digital 
PID state-locking method exhibit the most minor 
fluctuation error, reduced by about 53% com-
pared to traditional digital PID control and about 
24% compared to analog PID control. 

Tab. 1: The fluctuation results of the mass value in 
the stable stage during the mass measurement 

Control 
Method 

peak-to-peak 
value (μg) 

standard devi-
ation (μg) 

Analog PID 
control 21.5 3.7 

Traditional dig-
ital PID control 35.9 6.3 

Digital PID 
state-locking 

control 
16.9 2.8 

Summary and Outlook 
In conclusion, the proposed method of digital 
PID locking control and lever end displacement 
correction effectively reduces the amplitude of 
measurement result fluctuations and enhances 
the measuring accuracy of the digitally controlled 
weighing cells. 

The future holds the potential for enhanced 
measurement accuracy of weighing units 
through real-time digital monitoring and control, 
enabling the integration of additional sensing ca-
pabilities such as ambient temperature and mag-
netic steel temperature, which will facilitate the 
establishment of digital twin models for weighing 
cells. 
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Fig. 1. Digital PID state locking measurement method of weighing cell.

The unbalance of the lever, as indicated by eq. 
(2), introduces a certain error in the calculated
mass solely based on the coil current. However, 
this error can be corrected by the displacement
at the end of the lever.

Therefore, the zero-order holder is utilized to
lock states of the PID controller during the lever
stabilization stage, as shown in Fig. 1. As a result,
the negative feedback control channel of the
electromagnetic force is interrupted, allowing the 
elastomer lever to freely balance under the 
tested weight and the electromagnetic force. 
Due to the mechanical properties of the elasto-
mer and torque stiffness of the flexure hinge, a 
slight amplitude vibration eventually occurs at a 
specific position on the lever. The mass value
calculated by coil current can be corrected based
on Eq. (2) using the balance position of lever dis-
placement vibration and the low stiffness coeffi-
cient to reduce the fluctuation of the steady-state 
stage of the weighing module under digital con-
trol. The stationary stage of the lever can be de-
termined by whether or not its end displacement
peak-to-peak value remains below a threshold 
value for a certain period.

Results
A weighing cell controlled by a digital PID con-
troller was set up based on the TwinCAT devel-
opment platform. The real-time control period
was set to 2ms. Lever end displacement was
measured by a photodiode and division amplifier 
circuit. The voltage and current acquisition cards
were selected with 24-bit resolution, while the
voltage DAC was selected with 16-bit resolution. 

The experiment was carried out with a weight of 
2g. Fluctuations in mass measurement results
within the 60s during the stable stage were com-
pared between analog circuit PID control, tradi-
tional digital PID control, and digital PID lock
control, as shown in Table 1. The fluctuation er-
ror of traditional digital PID continuous control
was the largest because of the resolution limita-
tion of the voltage DAC. The results of the digital
PID state-locking method exhibit the most minor 
fluctuation error, reduced by about 53% com-
pared to traditional digital PID control and about 
24% compared to analog PID control.

Tab. 1: The fluctuation results of the mass value in
the stable stage during the mass measurement

Control
Method

peak-to-peak
value (μg)

standard devi-
ation (μg)

Analog PID
control 21.5 3.7

Traditional dig-
ital PID control 35.9 6.3

Digital PID 
state-locking

control
16.9 2.8

Summary and Outlook
In conclusion, the proposed method of digital
PID locking control and lever end displacement
correction effectively reduces the amplitude of 
measurement result fluctuations and enhances
the measuring accuracy of the digitally controlled 
weighing cells.

The future holds the potential for enhanced
measurement accuracy of weighing units
through real-time digital monitoring and control, 
enabling the integration of additional sensing ca-
pabilities such as ambient temperature and mag-
netic steel temperature, which will facilitate the
establishment of digital twin models for weighing
cells.
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Summary: 
Magnetic measurement scales, in the form of linear scales or multi-pole rings, are a key component in 
magnetic sensor systems for angle or length. Demands for longer scale lengths, increased accuracy, 
higher resolution and larger air gaps are pushing new developments, both in the field of new magnetic 
materials, and in the area of the magnetization technology used to encode the scales. A newly devel-
oped intelligent impulse magnetization head helps fulfil these new requirements and offers ways to re-
move some errors typically associated with magnetic measurement scales. 

Keywords: measurement scales, magnetic sensors, angle measurement, length measurement, 
magnetization 

Motivation 
For several years, there has been a steadily in-
creasing demand for magnetic-based measuring 
systems in industrial automation. Such measur-
ing systems are characterised by a high degree 
of robustness and, at the same time, high cost-
effectiveness [1]. In numerous areas of applica-
tion, e.g. in semiconductor manufacturing, mag-
netic measuring systems have become the pre-
ferred solution for position and speed detection 
in moving machine axes. 

Fig. 1. Typical magnetic length measurement sys-
tem 

These measurement systems typically consist of 
magnetic sensors based on either magneto-re-
sistive or Hall-effect technology, in conjunction 
with magnetic scales for linear and rotary motion. 

A pole pattern of north and south poles is written 
or encoded on the scale to enable both incre-
mental and absolute distance or angle measure-
ment (see Figure 1). 

Different materials are used for the magnetic 
layer that can be written on. There have been 
some promising new developments in this area 
based on thin layers of hard magnetic materials 
that guarantee significantly better measurement 
accuracy and are even more resistant to contam-
ination, high operating temperatures and high 
mechanical loads [2]. 

However, new requirements are emerging. 
There is a tendency towards larger measuring 
lengths, caused, among other things, by the 
trend towards the use of larger wafer formats in 
the semiconductor industry, which leads to 
longer travel distances for the testing machines 
used. In addition, even higher accuracies with a 
further improved price-performance ratio are re-
quired to make completely new applications ac-
cessible.  

This could displace optical and inductive-based 
linear and angle measurement systems. To 
meet these market needs and to fully exploit the 
potential of new magnetic materials, the ma-
chines used to describe and encode the scales 
require significant further development.  

In the BMBF-funded research project ELM2 ‘De-
velopment of a high-precision linear magnetising 
system for the description of magnetic scales’, 
which ran from July 2022 to December 2024, the 
Lahnau-based SME ITK Precisioning GmbH set 
itself the goal of enabling a higher level of  
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Fig. 2. Demontrator linear magnetization machine 
(Source: ITK Precisioning GmbH 

magnetic measuring systems through the devel-
opment of a new, high-precision linear magnet-
izing system.  

Four essential developments were combined: 

1. Based on FEM simulations, a thermally stable
and rigid machine structure was designed to
quickly and accurately describe scales up to 5 m
in length (see Figure 2).

2. Direct drive technology, in the form of linear
motors, in conjunction with lightweight structural
elements, is intended to ensure higher machine
dynamics and optimized throughput.

3. A new writing method has been established to
enable pole correction and thus significantly
higher scale precision.

4. Continuous writing and simultaneous writing
and measuring (i.e. testing) should achieve a
significant increase in productivity.

Development of a new impulse magnetiza-
tion head 
In order to deal with the third development area 
ITK approached ELSOMA GmbH, based in 
Schwerte, with the task of developing a new im-
pulse magnetization head to be used in the 
ELM2 demonstrator machine. 

The resulting ELSOPULS® IIM2k impulse-mag-
netization head (see Figure 3) is a microproces-
sor-controlled magnetizing device with inte-
grated diagnostic and measuring functions. It is 
particularly suitable for magnetizing plastic-and 
elastomer-bonded hard ferrite magnets. The 
ability to emit very short magnetizing pulses en-
ables the production of multi-pole magnets with  

pole pitches in the range of 1 to 5 mm. The 
short pulses lead to low thermal losses, which 
in turn, enables fast writing speeds. 

Fig. 2. ELSOPULS IIM2k impulse-magnetization 
head (Source: ELSOMA GmbH 

The new impulse head features a significantly 
higher magnetization field than previous solu-
tions, so enabling the encoding of more coer-
cive materials. Furthermore, the programmable 
current profile helps eliminate common errors e. 
g. by avoiding the start-pole error typically asso-
ciated with multi-pole rings [3]
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Summary:
This work presents the development of a CO2 gas sensor based on ZnO+0.5 at.% In2O3. The sensor, 
with a thickness of 40 nm, was prepared using the high-frequency magnetron sputtering method. The 
produced thin film exhibited excellent gas sensing characteristics towards CO2 at an operating temper-
ature of 265°C. In the presence of 5000 ppm of CO2, the sensor demonstrated a decrease in resistance 
of approximately 2.3 times, indicating a linear dependence of the sensor response on gas concentration.

Keywords: Gas sensor, carbon dioxide, zinc oxide, greenhouse gases, nanograins

Title
As climate change becomes an urgent global is-
sue, managing greenhouse gases, particularly 
carbon dioxide (CO2), is crucial to mitigating its 
harmful environmental effects. The rise in CO2
levels, primarily driven by industrial activities and 
the burning of fossil fuels, significantly contrib-
utes to global warming [1]. This increase in CO2
accelerates shifts in weather patterns, the melt-
ing of polar ice caps, and the loss of biodiversity. 
Gas sensors play a vital role in monitoring CO2
levels, a critical aspect of protecting human 
health, optimizing industrial processes, and ad-
dressing environmental challenges [2]. A key as-
pect of tackling these challenges is the creation 
of reliable and affordable gas sensors that can 
effectively detect and monitor CO2 concentra-
tions across different settings. Current sensors 
typically rely on resistive-type detection, where 
exposure to CO2 causes measurable changes in 
the physical properties of the sensing material, 
such as resistance [3]. Ongoing advancements 
in sensor technology are enhancing the preci-
sion, high response, and cost-effectiveness of 
detection systems. These innovations enable 
the creation of real-time, highly accurate moni-
toring solutions that provide greater dependabil-
ity while reducing maintenance expenses. As the 
demand for such devices grows, they are being 
incorporated into a wide range of applications, 
including workplace safety, residential automa-
tion, and environmental surveillance [4].

Metal oxide-based chemiresistive sensors offer 
a multitude of advantages, including straightfor-

ward fabrication, cost-effectiveness, adaptabil-
ity, reliability, eco-friendliness, and compatibility 
with contemporary nano and micro systems.
Zinc oxide (ZnO) is a chemiresistive material that
is widely used for the detection of a wide range 
of gases, including CO₂ and methane, as well as 
ammonia and other volatile organic compounds 
(VOCs) [2]. Its high sensitivity makes it an ideal 
material for a variety of applications, including 
environmental monitoring and industrial safety 
[2].

Experimental
In order to prepare the chemoresistive sensor for 
CO2 detection, the ZnO+0.5 at.% In2O3 polycrys-
talline target was synthesized in advance by 
means of the solid-phase reaction method. The
zinc oxide and indium oxide (In2O3) nanopow-
ders were previously weighed and thoroughly 
mixed until a homogeneous mixture was 
achieved. The resulting mixture was pressed
into a tablet with a diameter of 50 mm and a 
thickness of 4 mm. The sample was subjected to 
annealing at temperatures between 800-1200°C 
for a period of 20 hours. Consequently, as a re-
sult of the solid-phase reaction, a ceramic target 
was formed, which served as a source of mag-
netron sputtering. Subsequently, nanograins 
were sputtered from the obtained target using 
the high-frequency magnetron sputtering 
method, condensing on a dielectric substrate. 
During the deposition process, the generator 
power was 70 W, the deposition duration was 20 
minutes, and the temperature of the substrate 
was 200 °C. Then, palladium catalytic nanopar-
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ticles were deposited on the surface of the re-
sulting nanostructured film to improve the sensor 
performance. In the final stage of the production 
process, the sensor was subjected to thermal 
heating at 300 °C for four hours. Fig. 1 illustrates 
the scanning electron microscopy (SEM) image 
of the ZnO+0.5 at.% In2O3 thin film, which has a 
thickness of approximately 40 nm (measured by 
the Alpha-Step D-300 ,KLA Tencor, Milpitas, CA, 
USA profiler). It is obvious from the SEM image 
that average grain size in the film is within the 
range of 20–40 nm. 

Fig. 1. SEM images of the ZnO+0.5 at.% In2O3 thin 
film with a scalebar of 200 nm. 

Results 
The gas sensing properties of the material were 
investigated using an automated gas sensor 
testing setup. The response of the sensor is de-
fined as the ratio (Ra/Rg) of the sensor's re-
sistance in air (Ra) and in the presence of the 
CO2 (Rg). The sensing characteristics of the sen-
sor were investigated over a temperature range 
of 25–300°C (Fig. 2). 

Fig. 2. Dependence of the ZnO+0.5 at.% In2O3  sen-
sor response on temperature in the presence of 30000 
ppm CO2. 

As Fig. 2 shows, the sensor exhibited a response 
to 30000 ppm of CO2 started from 230°C and 
demonstrated its best result at 265°C operating 

temperature, where the resistance of the sensor 
changed approximately 3.3 times. 

The dependence of sensor response on CO2 
concentration at 265°C operating temperature 
as well as the dynamic change in the sensor re-
sistance under 10000 ppm of CO2 concentration 
were shown in Fig. 3. 

Fig. 3. Dependence of sensor response on CO2 
concentration at 265°C and the dynamic change in the 
sensor resistance under 10000 ppm of CO2 concen-
tration (inside of the picture). 

It is crucial to highlight that the sensor response 
exhibits a linear correlation with CO2 concentra-
tions, enabling the estimation of varying concen-
trations of the target gas in authentic settings. 
The sensor response to the minimum CO2 con-
centration (5000 ppm) was approximately 2.3, 
with a response and recovery times of 67 and 
149 seconds, respectively. 
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Summary:
In large animals, fractures of the upper long tubular bones such as forearm and humerus as well as 
lower and upper leg, continue to represent a major surgical challenge. Fixing these fractures with im-
planted nails has proven to be difficult and requires a high level of X-ray monitoring. Therefore, a cam-
era-marker system was developed without the need for X-ray monitoring during drilling. The results 
showed that 8 of 10 implants could be securely fixed. However, the described method has great potential 
in both veterinary and human medicine and does not require X-ray exposure. 

Keywords: Camera-marker system, Intramedullary nail, Femur, Implant locking, Osteosynthesis

Motivation
The horse population has grown significantly in 
the recent years, not only in Germany but world-
wide. According to projections by the Federal 
Statistical Office, approximately 1.1 million 
horses and ponies are kept in Germany, which 
corresponds to a fourfold increase in the popula-
tion over the past 40 years [1]. Not only the in-
crease in absolute numbers of horses, but also 
tendential changes in the way horses are kept, 
lead to an increase of impact injuries and thus of 
fractures [2,3]. Therefore, an implant and a cor-
responding surgical procedure for intramedullary 
osteosynthesis in fractures of the long bones of 
large animals were developed [4]. Thereby, the 
fixation of the implanted nail - which is essential 
for rotational stability - is performed with the aid 
of an insertion guide and under X-ray monitoring. 
This causes a high radiation exposure for sur-
geon and patient. However, in human medicine, 
it was shown that it is difficult to securely fix the 
distal drill holes of the nail with the aid of the in-
sertion guide [5]. Therefore, these abstract aims
to present a newly developed screen-guided 
navigation system without the need for X-ray 
monitoring during drilling, consisting of two mu-
tually sighting camera-marker modules, for the 
safe locking of nails during intramedullary osteo-
synthesis in large animals.

Methods
The development of the camera-marker system
(CMS) is divided into three phases. The first 
phase includes the design of hard- and software. 
The second phase deals with the development 
of the algorithm for calculating the position data. 

In the third phase, the system was tested on eq-
uine femora. The locking of the intramedullary 
nail was evaluated according to the number of 
successful fixations of the distal drill holes. Se-
cure locking was defined as all distal drill holes 
being fixed.

Camera-Marker System
The CMS utilizes two cameras which face each 
other, with one camera attached to the insertion 
guide of the nail and the other attached to the 
drilling machine. Figure 1 shows the experi-
mental setup consisting of the two devices with 
attached CMS and the intramedullary nail.

Fig. 1. Experimental setup: a.) insertion guide with 
CMS, b.) intramedullary nail and c.) drilling machine 
with CMS.

Four LED marker points on each camera surface 
emit infrared light, which allows the cameras to 
determine their relative positions to each other in 
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real-time through software with complex algo-
rithms. The calculation of coordinates refers to 
determining the location of a point in each space 
based on its position relative to other known 
points (see Fig. 2). In order to calculate coordi-
nates, a variety of factors must be considered, 
including the angles and distances between the 
known points, as well as any distortions or devi-
ations in the measurements [4,5]. 

Fig. 2.  Sketches about the calculation of the position 
data: a) CMS surface with dimensions (top left), b) 
vector calculation (top right) and c) relative angle de-
termination (bottom). 

The locking holes in the nail are calibrated to the 
system using a calibration pin according to the 
desired nail length. The challenge was to adapt 
the camera to the insertion guide, which required 
analyzing the anatomical features of horses and 
determining the ideal arrangement of the cam-
era-marker modules in terms of opening angle 
and working distance. As a result of this adapta-
tion, an extension arm was developed which can 
be mounted on the specific insertion guide in two 
different positions, covering the working range of 
the proximal and distal locking holes of intrame-
dullary nails [4,5]. 

Experimental Setup 
Ten femora from slaughtered horses (age 8 - 14 
years) were collected from a local horse butch-
ery for testing the CMS. The experimental pro-
cedure for testing the CMS can be divided into 
four steps: 1. preparation of the bone specimens, 
2. mounting the CMS on the intramedullary nail
and calibrating the system with the calibration
pin, 3. nail insertion and proximal locking, 4. drill-
ing and distal locking [4].

Results 
The method developed here is suitable for lock-
ing intramedullary nails in large animals. The 
camera-marker system fits well into the surgical 
procedure and provides a high degree of accu-
racy. Likewise, the X-ray exposure for surgeon 
and animal can be reduced to a minimum. X-rays 
are only required for final locking control [4,5]. 
With sufficient training and practice, the surgeon 
can hit the distal locking holes with ease. The 
very first attempts already showed a hit rate of 
80 % with fast improvement with increasing prac-
tice. Because of the very good results, the sys-
tem could also bring great benefits in human 
medicine. 

Outlook 
Further work is planned to significantly improve 
handling and to develop a training concept for 
surgeons. The system will continue to be tested 
and iteratively improved in the future. 
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real-time through software with complex algo-
rithms. The calculation of coordinates refers to
determining the location of a point in each space
based on its position relative to other known 
points (see Fig. 2). In order to calculate coordi-
nates, a variety of factors must be considered, 
including the angles and distances between the
known points, as well as any distortions or devi-
ations in the measurements [4,5].

Fig. 2. Sketches about the calculation of the position
data: a) CMS surface with dimensions (top left), b)
vector calculation (top right) and c) relative angle de-
termination (bottom).

The locking holes in the nail are calibrated to the
system using a calibration pin according to the
desired nail length. The challenge was to adapt
the camera to the insertion guide, which required
analyzing the anatomical features of horses and 
determining the ideal arrangement of the cam-
era-marker modules in terms of opening angle
and working distance. As a result of this adapta-
tion, an extension arm was developed which can
be mounted on the specific insertion guide in two 
different positions, covering the working range of
the proximal and distal locking holes of intrame-
dullary nails [4,5].

Experimental Setup
Ten femora from slaughtered horses (age 8 - 14 
years) were collected from a local horse butch-
ery for testing the CMS. The experimental pro-
cedure for testing the CMS can be divided into
four steps: 1. preparation of the bone specimens,
2. mounting the CMS on the intramedullary nail
and calibrating the system with the calibration
pin, 3. nail insertion and proximal locking, 4. drill-
ing and distal locking [4].

Results
The method developed here is suitable for lock-
ing intramedullary nails in large animals. The
camera-marker system fits well into the surgical
procedure and provides a high degree of accu-
racy. Likewise, the X-ray exposure for surgeon
and animal can be reduced to a minimum. X-rays
are only required for final locking control [4,5]. 
With sufficient training and practice, the surgeon 
can hit the distal locking holes with ease. The
very first attempts already showed a hit rate of 
80 % with fast improvement with increasing prac-
tice. Because of the very good results, the sys-
tem could also bring great benefits in human 
medicine.

Outlook
Further work is planned to significantly improve
handling and to develop a training concept for 
surgeons. The system will continue to be tested 
and iteratively improved in the future.
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Summary:
In this contribution, we present an extended manufacturing process and evaluation method of a branch-
ing wall-less vessel system in tissue-mimicking materials for the development of Magnetomotive Ultra-
sound (MMUS) imaging algorithms. Blood flow in vessels around a tumor can interfere with MMUS 
imaging and has to be considered for algorithm development. A water-soluble filament can be used to 
integrate a branching wall-less vessel system into phantom manufacturing. Branches can be evaluated 
exploiting 3D ultrasound imaging and vector-flow imaging in combination with a highly echogenic fluid.

Keywords: Magnetic Drug Targeting (MDT), superparamagnetic nanoparticles (SPIONs), Magneto-
motive Ultrasound (MMUS), local cancer treatment, ultrasound imaging.

Motivation
Magnetic Drug Targeting (MDT) with superpara-
magnetic iron oxid nanoparticles (SPIONs) is an 
emerging cancer therapy with localized treat-
ment. In combination with Magnetomotive Ultra-
sound (MMUS), the spatial distribution of the 
SPIONs can be monitored during enrichment [1].
A review of MMUS imaging can be found in [2]. 
MMUS is based on the time-tracking of magneti-
cally induced small tissue displacements in the 
SPION-laden areas by applying time-varying 
magnetic fields. For the development of MMUS 
algorithms, ultrasound phantoms made of tissue 
mimicking materials (TMMs) are commonly used
for baseline studies. However, real tumors have 
a branching vessel system as shown in Fig. 3
(left), which can interfere with MMUS imag-
ing [1]. In order to extend phantoms by adding
wall-less vessels, manufacturing methods for 
complex flow phantoms have been developed
using different combinations of soluble 3D print-
ing filaments [3, 4]. In this contribution, we pre-
sent a manufacturing process using water-solu-
ble polyvinyl alcohol (PVA) filament to manufac-
ture a wall-less vessel system to improve phan-
tom models for MMUS algorithm development.
Branches have been evaluated exploiting 3D ul-
trasound (3DUS) and speckle tracking based 
vector-flow (STVF) imaging according to [5, 6].

Manufacturing Process
Phantom manufacturing involves many different 
methods and materials. A recent overview of ul-
trasound phantom manufacturing can be found 
in [7]. In this contribution, PVA (10 wt%, DuPont 
Elvanol 71-30) was chosen for the hydrogel due 
to its ability to harden phantoms with varying 
stiffness and to mechanically couple different 
phantoms. PVA can also be used as a water-sol-
uble filament (Formfutura Atlas Support Natural)
for vessels and as a scattering material (DuPont 
Elvanol 71-30) to mimic tissue echogenicity. To 
demonstrate the manufacturing process, we
manufactured a wall-less vessel system around 
a SPION-laden phantom, as illustrated in Fig. 1.

Fig. 1. Phantom manufacturing steps: (A) Pre-hard-
ening with two freeze/thaw cycles of a SPION-laden 
tumor phantom with an iron content of 17.2 mg/ml, (B) 
Placement of tumor phantom and PVA filament, (C)
Connect PVA filament parts using a heat gun, (D) Fill 
(4x4x4) cm mold with hydrogel and cover with foil.
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After step (D), the final phantom was hardened 
in a climate chamber using two freeze-thaw cy-
cles (FTCs). Fig. 2 shows the utilized tempera-
ture profile of one FTC. Finally, the PVA can be 
removed by placing the phantom in a water bath. 

Fig. 2. Temperature profile of one FTC. The Phan-
tom temperature was measured using a PT100 sen-
sor placed in the center of a reference phantom. 

Experiment and Results 
To evaluate the braches, a highly echogenic fluid 
composed of the same hydrogel used to manu-
facture the phantom with 5 mg/ml PVA powder 
was utilized in combination with a Whadda 
WPM447 peristaltic pump to generate a fluid 
flow. Ultrasound data was collected by means of 
an Ultrasonix SonixTouch ultrasound scanner in 
combination with a L9-4/38 ultrasonic transducer 
exploiting STVF imaging and a 4DL14-5/38 ul-
trasonic transducer exploiting 3DUS imaging. 
The results are depicted in Fig. 3 and Fig. 4. 

Fig. 3. Angiographic image of a VX2-tumor below 
the knee of a rabbit (left, SEON). 3DUS image of the 
phantom with a center frequency of 10 MHz, mechan-
ical index of 0.28, and thermal index of 0.27 (right). 

Fig. 4. STVF image with a center frequency of 
6.6 MHz, 88 frames per second, mechanical index of 
0.53, and thermal index of 0.37. Peristaltic pump is 
connected to inlet at (depth/width) of (4/0.5) cm. The 
blue box indicates the area used for the STVF image. 

Conclusion and Outlook 
This contribution demonstrates an extended 
manufacturing process for MMUS phantoms 
with a branching wall-less vessel system using 
water-soluble PVA filament. It could be shown 
that local heating using a heat gun can be used 
to connect PVA parts to build a branching wall-
less vessel system around a tumor phantom. 
Furthermore, it could be shown that highly echo-
genic fluid enables evaluation of braches exploit-
ing 3DUS imaging and STVF imaging. In addi-
tion, unlike Doppler imaging, STVF allows the 
characterization of speckle pattern movements 
independent of the orientation of the ultrasonic 
transducer. Future research will focus on disturb-
ances caused by SPIONs in vessels and their 
impact on MMUS imaging. 
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cles (FTCs). Fig. 2 shows the utilized tempera-
ture profile of one FTC. Finally, the PVA can be
removed by placing the phantom in a water bath.
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Experiment and Results
To evaluate the braches, a highly echogenic fluid 
composed of the same hydrogel used to manu-
facture the phantom with 5 mg/ml PVA powder
was utilized in combination with a Whadda 
WPM447 peristaltic pump to generate a fluid 
flow. Ultrasound data was collected by means of
an Ultrasonix SonixTouch ultrasound scanner in 
combination with a L9-4/38 ultrasonic transducer 
exploiting STVF imaging and a 4DL14-5/38 ul-
trasonic transducer exploiting 3DUS imaging.
The results are depicted in Fig. 3 and Fig. 4.

Fig. 3. Angiographic image of a VX2-tumor below
the knee of a rabbit (left, SEON). 3DUS image of the 
phantom with a center frequency of 10 MHz, mechan-
ical index of 0.28, and thermal index of 0.27 (right).

Fig. 4. STVF image with a center frequency of
6.6 MHz, 88 frames per second, mechanical index of
0.53, and thermal index of 0.37. Peristaltic pump is
connected to inlet at (depth/width) of (4/0.5) cm. The 
blue box indicates the area used for the STVF image.

Conclusion and Outlook
This contribution demonstrates an extended
manufacturing process for MMUS phantoms
with a branching wall-less vessel system using
water-soluble PVA filament. It could be shown 
that local heating using a heat gun can be used 
to connect PVA parts to build a branching wall-
less vessel system around a tumor phantom. 
Furthermore, it could be shown that highly echo-
genic fluid enables evaluation of braches exploit-
ing 3DUS imaging and STVF imaging. In addi-
tion, unlike Doppler imaging, STVF allows the
characterization of speckle pattern movements
independent of the orientation of the ultrasonic
transducer. Future research will focus on disturb-
ances caused by SPIONs in vessels and their
impact on MMUS imaging.
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Summary: We have developed monolithically integrated THz detectors that operate at room temperature, covering
a frequency range from 100 GHz to 1500 GHz with exceptional sensitivity and speed. These detectors are scalable
to larger arrays, enabling the realization of THz imaging systems that were previously unattainable. In this paper,
we present the THz detectors and a prototype THz scanner developed as a technology demonstrator, showcasing
the groundbreaking capabilities of this innovative technology.

Keywords: monolithically integrated THz detectors, THz direct detectors, TeraFeT, THz scanner, THz camera

Introduction

The frequency range from 100 GHz to 1.5 THz
offers unique opportunities for a wide range of
applications. THz waves in this frequency range
can penetrate non-conductive materials such as
plastics, fabrics, and ceramics while being non-
ionizing and safe for biological tissues and in
industrial environment. These properties make
THz technology particularly promising for mate-
rial inspection, medical diagnostics and security
screening.

THz direct detectors, which convert THz
waves directly into DC electrical signals, play a
crucial role in enabling real-time, high-resolution
imaging systems without the need for complex
intermediary steps [1]. Unlike other approaches,
direct detectors eliminate the necessity for local
oscillators.

Current THz detector technologies primarily
use Schottky diodes, though their scalability to
large arrays remains limited and 2D arrays are
yet to be realized. Transistor based THz de-
tectors have also been widely explored using
CMOS, GaN HEMT and InP HBT devices [2, 3,
4]. Existing focal plane arrays have been real-
ized by the authors using GaN technology [5] and
other groups relying on Silicon [6], but their lim-
ited sensitivities lead to long image acquisition
times and time-integration, significantly reducing
readout speeds. Passive THz imaging [7] shows
limited potential due to extremely long acquisi-
tion times of several hours and mechanical scan-
ning, which is undesirable for many applications.

Highly sensitive and monolithically integrated
detector arrays are essential for improving image
quality and achieving faster scanning of broader
areas. Image resolution of such detector arrays
is dictated by the distance between the individual
detectors on the chip. Large-scale detector array
chips allow real-time imaging of larger areas and
hence avoid complicated mechanical scanning,

making such THz imaging systems suitable for
real-world applications.

Fig. 1: Noise equivalent power (NEP) of a single
detector

THz detector arrays
Figure 1 shows a single detector’s outstanding
noise equivalent power (NEP). The THz scan-
ner line is made of up to 80 of these detectors.
The line is 6 cm long and comprises 20 individual
chips. Figure 2 shows the image of the line with
the magnification of one chip. The distance from
the center to the center point of the detectors is
640 µm. The patented array design of the de-
tectors [8] avoids crosstalk to neighboring struc-
tures.

THz scanning system
The THz line scanner demonstrator operates at
300 GHz with a source power of 10 dBm il-
luminating an area larger than the THz detec-
tion array of 80 THz detectors each with a tran-
simpedance amplifier providing a gain of 4 MΩ
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Fig. 2: THz scanner line; chip with 4 THz detectors
per chip

and an analog-to-digital converter with 16-bit res-
olution and a sampling rate of up to 15,000 lines
per second. The conveyor belt with a width of
27 cm is arranged between the signal source
and the detectors with operating speeds of up
to 1.5 m/s. The readout speed, determined by
the electronics and system structure, can reach
2 GHz, with all detector pixels operating in paral-
lel. This configuration enables efficient and high-
speed data acquisition, making the setup ideal
for real-time, high-resolution imaging. The fig-
ure shows a photo of 5 stacked Lego plates and
the THz image generated by the THz scanner.
The image presented in Figure 3 was captured in
real-time on the conveyor belt. Each step of the
stacked Lego plates can be identified due to in-
creasing attenuation with plastic thickness. The
small individual bumps, typical for Lego, can also
be identified.

Fig. 3: Image of stacked Lego bricks and THz image,
generation speed ¡ 1 s

Conclusions
The THz detectors and arrays presented here
pave the way for the development of THz imag-
ing systems that were previously unattainable,
due to enhaced sensitivity and signal process-
ing speed. To showcase these capabilities, we
have constructed and demonstrated a real-time

THz scanner. Videos of some scanning objects
will be presented during the show.
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Summary: Developing a standard sensory system using advanced integration technologies presents both advan-
tages and obstacles due to issues like noise, manufacturing deviations, and signal swings. Adopting a self-adaptive
approach and shifting from traditional amplitude-based processing to a biologically inspired, adaptive spike-domain
framework provides a practical solution. This work introduces a neuromorphic model of an adaptive spiking sensory
front-end featuring self-X properties and capacitive storage. A learning loop enables continuous synaptic updates
to prevent signal degradation, using spike-timing-dependent plasticity (STDP) for adaptation.

Keywords: Spike-domain code, STDP learning rule, self-X properties, Neuromorphic spiking sensory system

Background, Motivation and Objective
Sensory systems are rapidly evolving, with ad-
vances in transduction and integration enabling
miniaturization and diverse applications, sim-
plifying use but complicating electronic design
[1]. Modern mixed-signal systems enhance ef-
ficiency and speed with lower voltages and ca-
pacitance but challenge traditional analog de-
signs with increased noise, reduced signal ampli-
tude, variability, mismatch, and lower gain. Re-
liable analog front-ends (AFEs) are critical for
system performance, requiring robustness, ac-
curacy, and self-X features like self-healing, self-
calibration, and self-optimization. Fig. 1 shows a
typical sensor interface with signal conditioning,
amplification, filtering, and ADC. PGAs boost
weak signals for ADC range, anti-aliasing filters
reduce noise and align signals, and the ADC dig-
itizes them for processing.

Sensor(1)

Sensor(n)

Signal Conditioning 
(In-Amp, PGA, Op-

amp)

Anti-Aliasing
Filter

ADC
Processing

Unit
Analog
MUX

Fig. 1: The conventional AFE system chain.

Traditional AFEs relied on amplitude-coded
signals, but modern CMOS technology’s re-
duced transistor sizes and supply voltages shift
the focus to time-coded signals, offering bet-
ter adaptability and robustness. To address
these limitations, we developed a neuromorphic
spiking sensory system with adaptive capabili-
ties, combining spike timing and an approach in-
spired by acoustic localization (Fig. 2) [2]. The
system uses an adaptive synapse model with
a CMOS-emulated memristor to mimic biologi-
cal synapses [3] and was fabricated with XFAB
CMOS 0.35 µm technology, featuring a self-
adaptive spiking sensory front-end [4]. Pre-

vious systems used counters to control adap-
tive synapse weights [2]. This study replaces
counters with capacitive storage, requiring pe-
riodic refreshing. A learning loop based on
STDP, inspired by auto-zeroing techniques, re-
duces adaptation variables and transistors count
compared to the previous implementation by us-
ing the counters, while enabling dynamic refresh-
ing to prevent value degradation.

µCASSC SA-SDCSensors

Neuromorphic Spiking Sensory System

 Right Ear

 Left Ear

1t

2t

A

B

Fig. 2: A block diagram of neuromorphic spiking
sensory systems, incorporating ASSC and SA-SDC.

Proposed Methodology and Results
The proposed neuromorphic spiking sensory
system uses an adaptive sensor signal-to-spike
converter (ASSC) and a self-adaptive spike-to-
digital converter (SA-SDC), as shown in Fig. 2.
The ASSC converts sensor signals into two
spikes with a time difference (TD) represent-
ing the sensor output, while the SA-SDC gen-
erates digital codes from the TD. The ASSC
aligns the SA-SDC input range with the sen-
sor output through time-domain amplification
and level shifting, avoiding data loss or costly
range expansion. The SA-SDC comprises the
Self-Adaptive Spike-to-Rank Coding (SA-SRC)
and the Winner-Take-All (WTA) mechanism, as
shown in Fig. 3. The SA-SRC encodes timing dif-
ferences via spike order coding, based on spike
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Fig. 3: The proposed neuromorphic AFE based on
STDP adaptation

sequences in a neuron group. The WTA converts
these patterns into digital signals. At its core, the
SA-SRC uses an Adaptive Coincidence Detec-
tor (ACD) with two adaptive synapses (AS) and
a neuron (N). The delay chain duration depends
on the neuron’s firing time, influenced by input
current intensity and adjusted synaptic weights
to match timing variations.

Fig. 4: Schematic of the proposed synapse.

Biological synapse models aim to replicate
natural functions [6], but often require many
adaptation parameters and transistors. For our
ACD as a neural network time delay based on
the STDP rule, we focused on key features.
STDP, vital for learning and brain function, ad-
justs synaptic weights based on the timing dif-
ference between pre-and postsynaptic spikes
[5]. The direction of weight change depends
on whether this timing difference is positive or
negative, continuing until the target weight is
reached. We modified and optimized existing
synapse models [6] to enable ACD to operate
as a time delay element within a neural net-
work using the STDP learning rule, as illus-
trated in Fig. 4. The STDP circuit has two sec-
tions: potentiation (top) and depression (bottom).
Resistor-capacitor pairs set the time constant.
The capacitor C3 influences the gate voltage of

PMOS M3 by charging capacitor C22 during ac-
tive learning. Once learning ends, C3 discon-
nects, leaving C22 directly linked to the PMOS
gate. The synaptic weight controls neuron fir-
ing delay, adjustable between 3.7 ns and 11.6 ns
by influencing the neuron’s membrane capacitor
charge.

Fig. 5: The synaptic weight adjustments

The autonomous circuit regulates synaptic
weights by leveraging pre- and postsynaptic
spikes alongside the nominal delay. This adjust-
ment occurs simultaneously across all ACDs by
managing switches T1, T2, T3, T4, and T5. As
a result, the adaptation time remains indepen-
dent of the number of synapses since all are up-
dated concurrently. In each ACD, the circuit ad-
justs the first synapse’s weight by connecting it
while disconnecting the second. Similarly, the
weight of the second synapse is adapted in par-
allel. Fig. 5 illustrates the synaptic weight adjust-
ments based on pre- and postsynaptic spikes. In
the current phase of the design, pre- and post-
synaptic spiking events emulate the generation
and adaptation of pre-and postsynaptic spikes in
the planned complete circuit. The next phase fo-
cuses on developing an autonomous circuit to
control these events, marking the first step to-
ward a physical demonstrator or chip.
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Summary: This study suggests the use of the third overtone region (675–965 nm) with an NIR hyperspectral
camera as a first step toward a non-contact, mobile approach for estimating viscosity in liquid foods—a critical
quality parameter. Key spectral features (such as normalized peak intensity, area ratios, FWHM, and peak position)
were extracted from selected channel regions and input into a K-Nearest Neighbor (KNR) regression model (k=3),
achieving high predictive accuracy (MAE = 0.141 Pa.s, MSE = 0.927 Pa.s², R² = 0.95) and accurately predicting
sample viscosity across variations. These findings lay the groundwork for a compact, multi-spectral AMS-based
device, supporting in-field quality control and food safety.

Keywords: Viscosity Prediction, Non-Invasive Measurement, KNR Regressor, Hyperspectral Imaging (HSI), Spec-
tral Band Selection

Background, Motivation and Objective
Viscosity is a key quality parameter in liquid
foods, impacting texture, consistency, and pro-
duction processes [1]. Near-Infrared (NIR) spec-
troscopy, especially in the third overtone region,
offers a promising non-contact alternative for
real-time viscosity estimation by capturing the
key absorption peaks relevant to molecular inter-
actions linked to viscosity [2][3]. Besides, hyper-
spectral imaging (HSI) combined with machine
learning has shown potential for quality control
in food applications, enabling non-invasive pre-
diction of physical properties and chemical com-
position [4][5]. This study suggests the use of the
third overtone region in the NIR range (675–965
nm) for non-contact viscosity estimation in liquid
foods. A K-Nearest Neighbor (KNR) regression
model enables a preliminary investigation into a
non-invasive alternative to traditional viscome-
ters, focusing on key spectral features.

Methodology
We used a hyperspectral sensor (MV1-
D2048x1088-HS02-96-G2-10, Photonfocus)
[6] with an IMEC snapshot mosaic CMV2K-
SSM5x5-NIR sensor, capturing 25 NIR channels
(675–975 nm) at 2048×1088-pixel resolution.
Samples (olive oil, water, honey, and milk) in
glass containers were illuminated with two 50 W
halogen lamps positioned at a 45-degree angle,
20 cm from the camera, to ensure consistent
conditions. These samples were chosen to
cover a range of viscosities and compositions,
ensuring initial feasibility before expanding to a
larger dataset. Calibration was conducted with
reference white and dark images to correct for
environmental and sensor-related inconsisten-
cies. Regions of Interest (ROIs) were extracted
from each sample’s images, resulting in a data

matrix (192660, 25). Reflectance values were
normalized and converted to absorbance using
Lambert-Beer’s Law as shown in Eq. (1):

A = log10

(
1

Rreflectance

)
(1)

where A is the absorbance and Rreflectance =
Ireflected
Iincident

is the reflectance ratio.
For visualization, data preprocessing included
Gaussian filtering for noise reduction and cu-
bic spline interpolation for spectral smoothing.
Spectral region selection targeted features as-
sociated with molecular interactions relevant to
viscosity, specifically the normalized peak inten-
sity ratio, normalized area ratio, Full Width at
Half Maximum (FWHM), and peak position. A
K-Nearest Neighbors (KNR) regression model
(k=3) was used for simplicity and accuracy,
trained on water, milk(H-milch 0.3% Fett), olive
oil and honey (Wild Honey) samples.

Results and Discussion
The absorbance spectrum (Figure 1) reveals dis-
tinct peaks that correspond to molecular interac-
tions impacting viscosity.

Water’s peaks observed arise from O-H
stretching overtones, enhanced by water’s po-
larity and hydrogen bonding. Its low viscosity
( 0.001 Pa·s) is due to small molecular size and
relatively weak intermolecular forces.

Milk shares these peaks (765 nm and 802 nm),
modulated by interactions with proteins and fats.
Reduced peak intensity reflects disrupted hydro-
gen bonding, while its higher viscosity ( 0.002
Pa·s) is due to colloidal suspensions increasing
intermolecular friction.

Oil shows broad peak at channel8 (778 nm),
associated with C-H stretching in hydrocarbons.
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Fig. 1: Absorbance Spectrum and Channel Selection

Its higher viscosity ( 0.1 Pa·s) stems from large
nonpolar molecules and van der Waals interac-
tions, with minimal hydrogen bonding.

Honey’s spectrum combines water, sugars,
and organic acids. Broad bands arise from over-
lapping water and carbohydrate C-H stretching
vibrations. Its high viscosity is due to strong
hydrogen bonding between sugars and water,
forming a dense molecular network.

Based on spectral analysis, channels 4–7,
7–10, 13-18 and 21–24 were selected as regions
of interest, capturing O-H and C-H absorption
bands sensitive to hydrogen bonding. Key peak
properties intensity, area, and Full Width at Half
Maximum (FWHM) were extracted to quantify in-
termolecular forces related to viscosity. dataset
(192660, 20), created with three container vol-
umes and balanced pixels per class, trained a
K-Nearest Neighbors regressor, n neighbors=3,
weights=’distance’, algorithm=’auto’, and
leaf size=20. An 80/20 data split yielded an
R²(Regression metric) of 0.95, Mean Absolute
Error (MAE) of 0.141 Pa.s, and Mean Squared
Error (MSE) of 0.927 (Pa.s)², supporting effective
viscosity prediction based on selected channels.

Figure 2 shows the model’s accuracy in pre-
dicting viscosities for water ( 0.001 Pa·s), milk
( 0.002 Pa·s), oil ( 0.1 Pa·s), and honey (around
10 Pa·s). Minimal variance within each category
demonstrates its robustness. Testing with var-
ied container volumes and repeated measure-
ments addressed uncertainties and enhanced
real-world generalizability.

Conclusion
This study establishes a foundation for a
portable, embedded device using the AMS
AS7265x chipset, demonstrating the potential of
NIR spectroscopy in the third overtone range for
non-contact viscosity estimation in liquid foods.
Initial experiments with a hyperspectral cam-
era (675–965 nm) identified specific absorption
peaks linked to viscosity-related molecular inter-
actions. The AS7265x chipset, with its 18 chan-
nels spanning 410–940 nm, aligns closely with
these peaks, making it well-suited for capturing
critical molecular details. Future work will focus

Fig. 2: Distribution of Predicted Pixels Across
Viscosity Categories

on validating the chipset’s performance across
diverse samples, improving unknown sample de-
tection, incorporating contactless temperature
measurements with corrective adjustments, and
expanding the dataset by including more sam-
ples, along with rotated measurements and ad-
ditional containers, to enhance statistical robust-
ness and invariance.
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Summary:

This paper introduces a self-calibration methodology inspired by biological systems, focusing on its ap-
plication in xMR angular decoders. Designed to address the limitations of static calibration, the approach 
effectively corrects mechanical misalignments and operational deviations. By leveraging simulated and 
empirical data to train machine learning (ML) models such as support vector regression (SVR), convo-
lutional neural networks (CNN), and resource-allocating networks (RAN) with radial basis function (RBF)
components, it enables real-time error compensation. Experimental results demonstrate a reduction in 
mean absolute error (MAE) from 2.06° to 0.08° and confirm a significant improvement in recovery effi-
ciency, robustness, and reliability.

Keywords: Self-Calibration, TMR sensor, CNN, SVR, RAN.

Introduction
The ongoing advancement of sensor technology 
has led to an increase in the number and variety 
of low-cost, compact, and portable sensors on 
the market [1], establishing them as the founda-
tion for real-time measurement, monitoring, and 
data analysis in key areas of Industry 4.0. How-
ever, the accuracy and reliability of data gener-
ated by these sensors can raise concerns, par-
ticularly in the absence of proper calibration [2]. 
Static calibration approaches, while initially ef-
fective, often fail to account for factors such as 
sensor degradation, environmental variability, 
and mechanical impacts, necessitating the de-
velopment of more advanced methods [3]. In-
spired by self-maintenance in living organisms, 
this research proposes a self-calibration ap-
proach as part of a broader self-X system, en-
hancing reliability and autonomy [4]. Although 
the self-calibration itself is static, the approach 
facilitates real-time error compensation by apply-
ing pre-trained models to dynamic data. This ar-
ticle compares supervised self-calibration meth-
ods, emphasizing ML-based models such as ar-
tificial neural networks, and their comparison
with traditional methods like linear regression.
Their effectiveness is evaluated in terms of en-
hancing fault tolerance and reliability under di-
verse dynamic perturbations [5].

Proposed Methodology
The proposed methodology employs a mathe-
matical model to simulate sensor output signals 

under varying operational conditions, including 
both ideal scenarios and that representative of 
real-world distortions. By incorporating both sim-
ulated and real data, the methodology ensures 
comprehensive coverage of potential sensor be-
havior. ML models were trained using these da-
tasets, with reference values serving as targets 
to guide the calibration process. The effective-
ness of training was evaluated using key metrics: 
mean squared error (MSE) to measure predic-
tion accuracy and the coefficient of determina-
tion (R²) to assess the model's ability to describe 
data variability [5]. To implement the self-calibra-
tion process, algorithms such as SVR, CNN, and 
RAN were selected. The raw data was pro-
cessed directly, without pre-extracted features. 
Additionally, trained CNN layers were used to 
generate high-level features. These frozen fea-
ture layers (FL) produced characteristics of the 
data, which were then fed into the RAN and SVR 
algorithms, replacing the standard fully con-
nected layer typically used at the top of the CNN 
architecture. This approach allowed for a com-
parison of the effectiveness of using raw data 
versus high-level features generated by CNN.

Results
The study utilized both simulated and real-world 
data. Simulated data consisted of synthetically 
generated tunnel magnetoresistive (TMR) sen-
sor outputs with injected errors, including phase 
shifts, amplitude imbalance, noise, and offset,
allowing for an in-depth examination of self-
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calibration responses to various types of 
distortions and their combinations (Fig. 1).  

Fig. 1. Simulated ideal and corrupted TMR sensor 
outputs (10% amplitude imbalance, 1° phase shift, 
±0.1 V offset, and 0.005 V noise).  

Empirical data were collected using the experi-
mental setup shown in Fig. 2, designed to simu-
late and introduce a variety of mechanical errors. 

Fig. 2. Lab setup with fault injection capability. 

Figure 3 shows TMR sensor outputs after dis-
placements along the X, Y, and Z axes (10 mm, 
15 mm, and 10 mm), simulating operational fail-
ures. The subplots illustrate sensor outputs, cal-
culated versus reference angles, angle errors 
before and after calibration (with reduced resid-
uals), and the error distribution shifting toward 
zero post-calibration. The dataset comprised 
208,629 samples, randomly split into 80% for 
training (166,903 samples) and 20% for testing 
(41,726 samples). The results in Tab. 1 are av-
eraged over 10 independent runs to ensure reli-
ability and robustness, with standard deviations 
included for clarity. MAE represents the angular 
error after self-calibration. The hierarchical 
method, which integrates frozen CNN feature 
layers with RAN and SVR, significantly outper-
formed the direct application of these models, re-
ducing the initial angle error from 2.06° to 0.08°. 
In RAN, 10 centres were used, while SVR uti-
lized 6,407 support vectors. These results con-
firm the effectiveness of self-calibration in im-
proving accuracy and reliability under dynamic 
perturbations. Future work will aim to develop 

adaptive and dynamic calibration methods for 
real-time error correction and improved sensor 
accuracy across varying operational scenarios. 

Figure 3. TMR outputs before/after calibration. 

Tab. 1: Model evaluation results 

Method MSE [°2] R² MAE [°] 

CNN 0.02 
(0.005) 

0.99 
(0.002) 

0.11 
(0.013) 

SVR 0.05 
(0.0002) 

0.98 
(0.0001) 

0.18 
(0.0008) 

RAN 0.16 
(0.053) 

0.93 
(0.022) 

0.31 
(0.061) 

SVR (FL) 0.01 
(0.0003) 

0.99 
(0.0001) 

0.10 
(0.0007) 

RAN (FL) 0.01 
(0.0011) 

0.99 
(0.0024) 

0.08 
(0.004) 
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outputs (10% amplitude imbalance, 1° phase shift,
±0.1 V offset, and 0.005 V noise).
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mental setup shown in Fig. 2, designed to simu-
late and introduce a variety of mechanical errors.

Fig. 2. Lab setup with fault injection capability.

Figure 3 shows TMR sensor outputs after dis-
placements along the X, Y, and Z axes (10 mm, 
15 mm, and 10 mm), simulating operational fail-
ures. The subplots illustrate sensor outputs, cal-
culated versus reference angles, angle errors
before and after calibration (with reduced resid-
uals), and the error distribution shifting toward 
zero post-calibration. The dataset comprised
208,629 samples, randomly split into 80% for 
training (166,903 samples) and 20% for testing
(41,726 samples). The results in Tab. 1 are av-
eraged over 10 independent runs to ensure reli-
ability and robustness, with standard deviations
included for clarity. MAE represents the angular 
error after self-calibration. The hierarchical
method, which integrates frozen CNN feature 
layers with RAN and SVR, significantly outper-
formed the direct application of these models, re-
ducing the initial angle error from 2.06° to 0.08°. 
In RAN, 10 centres were used, while SVR uti-
lized 6,407 support vectors. These results con-
firm the effectiveness of self-calibration in im-
proving accuracy and reliability under dynamic
perturbations. Future work will aim to develop

adaptive and dynamic calibration methods for 
real-time error correction and improved sensor 
accuracy across varying operational scenarios.
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Tab. 1: Model evaluation results

Method MSE [°2] R² MAE [°]

CNN 0.02 
(0.005)

0.99 
(0.002)

0.11 
(0.013)

SVR 0.05 
(0.0002)

0.98 
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Summary
Work on the development of an automated process for the metallography of metallic materials based 
on digital image processing and artificial intelligence is presented. This particularly involves the pre-
cise recording of the phase components of duplex stainless steel by evaluating metallic micrographs. 
The process can also be applied to other types of steel and other metallic materials.

Keywords: Metallography, Duplex Stainless Steel, Image Processing, Artificial Intelligence, Machine 
Learning

Motivation
Currently known evaluation strategies are based 
on algorithmic or visual methods for determining 
phase components of metallographic samples. 
Such as shown in Fig. 1.

Fig. 1. Color-etched section of a sample of austenitic 
steel, magnified 500x

Fig. 2. Gray value distribution of the pixel amplitudes 
of an image section in Fig. 1

A recognized method is the point counting 
method, in which selected points of the micro-
scope image of a sectional sample are visually 
examined by a measuring person and assigned 
to a phase [1]. However, this process is very 
complex and requires a lot of personnel. Auto-
mated evaluations are based on algorithmic me-
thods such as threshold determination of the 
gray value histogram of metallographic images
[2] or segmentation using edge detection. How-
ever, since the distribution of the pixel ampli-
tudes is irregular (see Fig. 2), these methods
have limits in terms of the achievable accuracy.
Learning processes and artificial intelligence
processes are therefore proposed as an alterna-
tive. The initial goal here was to achieve at least
the same level of accuracy as the visual proce-
dures.

Approach
The approach consisted of using artificial intelli-
gence in the form of model-based and learning 
processes including neural networks, with the fo-
cus on the latter. The following methods, not
based on neural networks, were examined: Sup-
port Vector Machine SVM [3], decision trees 
(random forest), Chan-Vese method [4]. In addi-
tion to some of the procedures, relaxation label-
ing – RL was used. In addition, various filter op-
erators known from image processing were used 
to filter the images before further processing. 
The histogram method according to Otsu was 
also examined for comparison. A convolutional 
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network was used as the neural network (convo-
lutional neural network - CNN, see Fig. 3). 

Fig. 3. Convolutional neural network used 

orange: input layer, red: folding layers, green: pooling 
layers blue: upscaling layers, gray: output layer 

In addition, a modified version was used, con-
taining 21 layers each. In addition to the fully 
connected layers known from classic neural net-
works, they also contain mathematical convolu-
tion layers, pooling layers for data reduction and 
upscaling layers. The “Tensorflow” framework 
was used for this. A program was created in Py-
thon from Anaconda that can be used to access 
Tensorflow and configure networks. To obtain 
the image material for the investigations, mate-
rial samples measuring approximately 10x2 
mm2 were embedded, cross-sections were 
made and the samples were then color-etched. 
Microscopic images were then taken at 500x 
magnification and an image resolution of 2646 x 
2056 pixels for further evaluation. In the learning 
methods, a training process was initially carried 
out using labeled pixels, i.e. pixels of known 
class affiliation (austenite or ferrite). To deter-
mine the actual class affiliation of these refer-
ence pixels, software was developed with which 
areas in pixel blocks of size 128 x 128 are 
marked using mouse support based on visual 
assessment and this area is then assigned to a 
phase. All pixels contained in the pixel block are 
then labelled and can be used as reference pix-
els. In addition to the real data from the metallo-
graphic samples, artificially generated images 
were also used to obtain reference patterns us-
ing so-called image augmentation [5].The sys-
tems of the learning procedures have now been 
trained with the help of the reference patterns 
provided. With the Support Vector Machine - 
SVM, individual pixels were trained and with the 
neural networks, blocks of 128 x 128 pixels were 
trained. Finally 128 x 128 pixels were available 
as a result at the network output. 

Results 
The individual methods were applied to labelled 
pixels in several images, as shown in Fig. 1). Un-
derstandably, the learning processes only used 
pixels that were not previously included in the 
training process. For the evaluation, the accu-
racy was determined, i.e. the number of correctly 
assigned pixels to the austenite and ferrite clas-
ses, based on the number of all evaluated pixels, 
also the pixels incorrectly assigned to the two 

classes. Table 1 shows the results for the indi-
vidual procedures. For the methods not based 
on neural networks, only the best results are 
shown depending on various parameters. As can 
be seen, the accuracy results are all between 
95% and 98%, which is in line with expectations. 
The best results were achieved with the modified 
convolutional neural network. 
Tab 1. Accuracy values achieved for the examined 
procedures, RF – Random forest, RL Relaxation la-
belling 

Procedure (see section So-
lution approach) 

Accuracy 

OTSU 0.956 

ChanVese 0,960 

ChanVese+RL 0,968 

RF 0,973 

CNN 0,973 

CNN modified 0,977 

Outlook 
The actual work builds the foundation for the au-
tomatic determination of phase proportions in 
duplex stainless steel. Future work will concern 
further areas of application in metallography and 
ceramography as well as further increases in ac-
curacy. Folding neural networks in particular still 
have great potential for this. Further possible fu-
ture applications are the detection of grain and 
phase boundaries, the detection of alloy compo-
nents and the detection of voids also in X-ray, CT 
or ultrasound images. 
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network was used as the neural network (convo-
lutional neural network - CNN, see Fig. 3).

Fig. 3. Convolutional neural network used

orange: input layer, red: folding layers, green: pooling 
layers blue: upscaling layers, gray: output layer

In addition, a modified version was used, con-
taining 21 layers each. In addition to the fully
connected layers known from classic neural net-
works, they also contain mathematical convolu-
tion layers, pooling layers for data reduction and
upscaling layers. The “Tensorflow” framework
was used for this. A program was created in Py-
thon from Anaconda that can be used to access
Tensorflow and configure networks. To obtain 
the image material for the investigations, mate-
rial samples measuring approximately 10x2
mm2 were embedded, cross-sections were
made and the samples were then color-etched.
Microscopic images were then taken at 500x
magnification and an image resolution of 2646 x
2056 pixels for further evaluation. In the learning
methods, a training process was initially carried
out using labeled pixels, i.e. pixels of known
class affiliation (austenite or ferrite). To deter-
mine the actual class affiliation of these refer-
ence pixels, software was developed with which 
areas in pixel blocks of size 128 x 128 are
marked using mouse support based on visual
assessment and this area is then assigned to a 
phase. All pixels contained in the pixel block are 
then labelled and can be used as reference pix-
els. In addition to the real data from the metallo-
graphic samples, artificially generated images
were also used to obtain reference patterns us-
ing so-called image augmentation [5].The sys-
tems of the learning procedures have now been 
trained with the help of the reference patterns
provided. With the Support Vector Machine -
SVM, individual pixels were trained and with the
neural networks, blocks of 128 x 128 pixels were 
trained. Finally 128 x 128 pixels were available 
as a result at the network output.

Results
The individual methods were applied to labelled
pixels in several images, as shown in Fig. 1). Un-
derstandably, the learning processes only used
pixels that were not previously included in the 
training process. For the evaluation, the accu-
racy was determined, i.e. the number of correctly
assigned pixels to the austenite and ferrite clas-
ses, based on the number of all evaluated pixels,
also the pixels incorrectly assigned to the two 

classes. Table 1 shows the results for the indi-
vidual procedures. For the methods not based
on neural networks, only the best results are 
shown depending on various parameters. As can
be seen, the accuracy results are all between
95% and 98%, which is in line with expectations. 
The best results were achieved with the modified
convolutional neural network.
Tab 1. Accuracy values achieved for the examined 
procedures, RF – Random forest, RL Relaxation la-
belling

Procedure (see section So-
lution approach)

Accuracy

OTSU 0.956

ChanVese 0,960

ChanVese+RL 0,968

RF 0,973

CNN 0,973

CNN modified 0,977

Outlook
The actual work builds the foundation for the au-
tomatic determination of phase proportions in 
duplex stainless steel. Future work will concern 
further areas of application in metallography and 
ceramography as well as further increases in ac-
curacy. Folding neural networks in particular still
have great potential for this. Further possible fu-
ture applications are the detection of grain and
phase boundaries, the detection of alloy compo-
nents and the detection of voids also in X-ray, CT
or ultrasound images.
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Summary: A digital twin for circuit breaker monitoring has been developed, focusing on the trip coil and adjacent
mechanisms. The twin is based on a fast-to-evaluate system of ordinary differential equations (ODEs). It works as a
soft sensor which integrates measurements of observable quantities (e.g. current, force) and parameter identifica-
tion algorithms. The approach allows to infer the drift of non-measurable quantities such as damping. This gives new
options for predictive maintenance and increased reliability of circuit breakers. Calculational results demonstrate
the digital twin’s effectiveness in real-time monitoring and fault detection.

Keywords: predictive maintenance, soft sensor, circuit breaker, digital twin, optimization

Introduction
Reliability of switchgear systems is crucial for the
energy transition, due to increased power de-
mand and decentralized, generation. Frequent
switching heightens the risk of failures, safety
hazards and operational disruptions. Cost-
efficient sensors in grid components are en-
ablers for appropriate maintenance strategies.

Trip coils as circuit breaker components
The trip coils in a circuit breaker initiate the open-
ing or closing operation [1]. If the circuit, e.g., is
supposed to be interrupted, the opening coil is
energized. The trip coil pin is driven upwards to
initiate the kinematic chain ending with the re-
lease of the opening spring and the main contact
separation. In Fig. 1 we see the interior or a cir-
cuit breaker drive with the trip coil highlighted.

Fig. 1: Interior of a circuit breaker drive.

Physical model of the trip coil
We focus on the digital representation of the trip
coil. Our aim is to have a system of ordinary
differential equations (ODEs), which can be effi-
ciently solved within the operating circuit breaker.

We obtain the following system
dλ

dt
= U −R · i(λ, x) (1)

dv

dt
=

1

m
· Fcoil ,

dx

dt
= v (2)

where λ denotes the flux linkage, U the supply
voltage, R the coil resistance, i the current, x, v
the trip coil pin’s vertical position and speed, and
m the pin’s mass. Equation (1) describes the
electromagnetics of a linear reluctance motor [2].
Equation (2) is Newton’s law for the pin dynam-
ics. In Fcoil all forces acting on the trip coil pin are
summarized: The damping force Fd, the spring
stiffness Fs, and the gravity force Fg have nega-
tive sign and tend to hold the pin at the bottom.
The electromagnetic force Fem pushes the pin
upwards (positive sign). The mechanical forces
are defined by

Fd = −c(x) · v (3)
Fs = −k(x)(x− x0) (4)
Fg = −m · g (5)

with possibly non-linear damping coefficient c
and spring stiffness k, and the spring equilibrium
point x0.

Soft sensor use case
This fast-to-evaluate model can be used for soft
sensing potential drift of important parameters.
With physical sensors, quantities such as i or
Fcoil can be measured in operation, thereby turn-
ing the model into a continuously updated digital
twin. If a change in these measured quantities
is observed, for maintenance reasons it would
be useful to determine which model parameters
have changed. Relevant degrading parameters
include the damping of the pin or the spring stiff-
ness. Possibly degrading parameters are then
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set as optimization variables (e.g., the damp-
ing coefficient c). Then, we minimize the differ-
ence (according to a suitable norm |.|) between
the force FDT(c) calculated by the twin model
as a function of the degrading parameter, and
the force measured Fm, at a number of points in
time, i.e. we solve the optimization problem

min
c

|FDT(c)− Fm| , c ∈ A ⊂ Rn. (6)

The optimal solution gives an estimate how
much, in this case, the parameter set c ∈ Rn

has drifted. In Fig. 2, an illustrative case with
n = 1, the force Fm is plotted vs time in the refer-
ence state and after degradation. These curves
can be measured in the field, however, in our test
both are simulated using the digital twin model (1
- 2). In the reference curve, negligible damping
is assumed, i.e., cref = 0. To simulate a degrada-
tion, we set this coefficient to cdegr = 15. Solving
the optimization problem described above, we
obtain the optimal solution c⋆degr = 15.03. The
deviation between true degradation cdegr and the
degradation measured with the soft sensor c⋆degr
is 0.2%. This result validates our approach.

Fig. 2: Schematic representation: Trip coil pin’s force
vs. time during an opening operation. The degraded
state shows a delayed force build-up as compared to
the reference.

Digital twin of the mechanical part
Once the trip coil pin is pushed upwards by the
electromagnetic force, a kinematic chain is initi-
ated, as illustrated in Fig. 3. The pin hits a lever
which is connected with the off (or on) button.
This hits the antipumping part, which, after over-
coming a clearance, hits the lever of the open-
ing (or closing) shaft. The rotation of the shaft
then starts the release of the opening (or closing)
spring. Since relevant faults can occur in this me-
chanical subsystem, it needs to be included into
the ODE system (2) in form of additional terms.
The detailed formulation is beyond the scope of
this paper, but the reasoning is given in (7). We
replace Fcoil in (2) by Ftotal, which is defined by
Ftotal = (7)


Fcoil, if x < xc

Fcoil + Flever, if LL

Lb
xc
b + xc > x ≥ xc

Fcoil + Flever + Fshaft, if x ≥ LL

Lb
xc
b + xc.

Fig. 3: Illustration of the circuit breaker drive’s
opening mechanism.

The meaning of the variables in (7) can be taken
from Fig. 3. The force Ftotal acting on the coil pin
now also includes contributions from lever and
shaft. Both terms have negative signs, Flever rep-
resents the inertia of the plastic lever, Fshaft con-
tains the inertia of the shaft, the stiffness of the
shaft’s spring, and a damping force. The case
distinction is required due to the clearances be-
tween pin and lever and between antipumping
part and shaft. Hence, in the first case, if x ≤ xc,
the extended ODE system coincides with (1-2).

Conclusion
We presented an approach to use a digital twin of
the trip coil and adjacent mechanisms of a circuit
breaker as a soft sensor. It has been shown that
degrading parameters can be identified, which
are difficult to measure directly.
The twin, therefore, can continuously update its
internal parameters according to the status of the
real asset. This is an important element allowing
predictive maintenance. We have already formu-
lated the equations for the ODE system, includ-
ing mechanical components behind the coil.
The next step is to integrate this system into the
soft sensor to detect degradation in the mechan-
ics of levers and shaft.
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set as optimization variables (e.g., the damp-
ing coefficient c). Then, we minimize the differ-
ence (according to a suitable norm |.|) between
the force FDT(c) calculated by the twin model
as a function of the degrading parameter, and
the force measured Fm, at a number of points in
time, i.e. we solve the optimization problem

min
c

|FDT(c)− Fm| , c ∈ A ⊂ Rn. (6)

The optimal solution gives an estimate how
much, in this case, the parameter set c ∈ Rn

has drifted. In Fig. 2, an illustrative case with
n = 1, the force Fm is plotted vs time in the refer-
ence state and after degradation. These curves
can be measured in the field, however, in our test
both are simulated using the digital twin model (1
- 2). In the reference curve, negligible damping
is assumed, i.e., cref = 0. To simulate a degrada-
tion, we set this coefficient to cdegr = 15. Solving
the optimization problem described above, we
obtain the optimal solution c⋆degr = 15.03. The
deviation between true degradation cdegr and the
degradation measured with the soft sensor c⋆degr
is 0.2%. This result validates our approach.

Fig. 2: Schematic representation: Trip coil pin’s force
vs. time during an opening operation. The degraded
state shows a delayed force build-up as compared to
the reference.

Digital twin of the mechanical part
Once the trip coil pin is pushed upwards by the
electromagnetic force, a kinematic chain is initi-
ated, as illustrated in Fig. 3. The pin hits a lever
which is connected with the off (or on) button.
This hits the antipumping part, which, after over-
coming a clearance, hits the lever of the open-
ing (or closing) shaft. The rotation of the shaft
then starts the release of the opening (or closing)
spring. Since relevant faults can occur in this me-
chanical subsystem, it needs to be included into
the ODE system (2) in form of additional terms.
The detailed formulation is beyond the scope of
this paper, but the reasoning is given in (7). We
replace Fcoil in (2) by Ftotal, which is defined by
Ftotal = (7)


Fcoil, if x < xc

Fcoil + Flever, if LL

Lb
xc
b + xc > x ≥ xc

Fcoil + Flever + Fshaft, if x ≥ LL
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Summary:
In times of digital transformation, machines are expected to operate exclusively using the International 
System of Units (SI), something that humans have not yet fully achieved. This requires an internation-
ally agreed database for converting to SI units the non-SI units that humans enter at the level of hu-
man-machine interface. This contribution considers additional requirements and possibilities for 
achieving this goal. 

Keywords: metrology, digital SI, non-SI units, conversion factors, BIPM.

Non-SI units accepted and not accepted for 
use with the SI
On May 20, 2025, the 150th anniversary of the 
signing of the Metre Convention is celebrated. A
scientific International Bureau of Weights and 
Measures (BIPM) with its headquarters in Paris 
was set up by the Metre Convention. The BIPM 
operates under the exclusive supervision of the 
International Committee for Weights and 
Measures (CIPM) which itself comes under the 
authority of the General Conference on Weights 
and Measures (CGPM). There are currently 64 
States Parties to the Metre Convention and 37 
Associate States and Economies. At that historic 
moment, the goal was to ensure standard units 
accessible to all the people for all time. With that 
purpose in mind, what we know today as the In-
ternational System of units (SI) was being built.
The core of the constituent parts of the SI are 
essentially seven base units, a set of derived 
units and the SI prefixes. The authoritative doc-
ument of the SI is the SI Brochure [1]. The SI is
the only internationally agreed system of units. It
was expected that such a system, which did not 
belong exclusively to any nation, would be 
adopted by all. Cumbersome conversions be-
tween the many different existing units were 
gradually being overcome. Despite this great 
achievement of humanity, not all people cur-
rently use only SI units. A relatively small set of 
non-SI units that were difficult to stop being used 
by people continued to be accepted for use with 
the SI. Some of those units were gradually being 
removed. In addition to this short list, there are 
still a large number of non-SI units that continue 
to be customary used in some contexts and
countries. Let’s mention some current examples 

of commercial transactions and industrial appli-
cations in non-SI units. Gasoline is sold in U.S. 
gallons (gal). In the international petroleum mar-
ket prices are given in U.S. dollars per barrel
(bbl). The inch (in), foot (ft) and yard (yd) are also 
used as units of length in several countries. Ve-
hicle efficiency is measured in the UK in miles 
per gallon. Beer is commonly sold in pints (pt).
Food is sold by pounds (lb). In many countries
tire pressure is measured in pounds per square 
inch (psi). Energy associated with fuels is ex-
pressed in British thermal units (Btu). The units
knot and nautical mile, until recently accepted as 
non-SI units for use with the SI, are still widely 
used in both aviation and maritime navigation. 
There are also laws within sovereign states al-
lowing the use of non-SI units alongside the SI. 
The logic underlying the gradual elimination of 
some non-SI units from the SI seems to find a 
limit in few units, such as day, hour and minute, 
that humans could not stop using because they 
are so familiar with them. This is an inference 
based on the common sense of humans. The
logic of interaction between machines may be 
quite different.

Machines operating exclusively with SI units
The coexistence of SI units with non-SI units has 
been the cause of many important incidents.
There are known cases of overweight flights due 
to ground crew assuming that kilogram weight 
markings on cargo were pounds. A plane that 
took off with about half the fuel it should have 
had because the pilots thought the figure for fuel 
weight on board was in kilograms when it was 
really pounds. The most resonant case was that 
of the Mars Climate Orbiter NASA´s spacecraft,
which in 1999 unexpectedly crashed on arrival at 
its destination due to a mismatch of units. The 
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spacecraft engineers calculated some thrust 
forces in pound-force (lbf), whereas the team 
who built the thrusters were expecting a value in 
newton (N), according to specifications. One so-
lution to these problems is to continue waiting 
decades until all humans become familiar with 
using SI units. Another solution would be to force 
all machines to communicate with each other us-
ing only SI units. The latter has been proposed 
in the SmartCom project [2] with the participation 
of several major National Metrology Institutes, 
universities and industrial companies, headed by 
Germany’s PTB (Physikalisch-Technische Bun-
desanstalt). Machines use only SI units for ma-
chine-to-machine communication, while humans 
may still refer at the user interface level to non-
SI units. The SmartCom Project started on 01 
June 2018 and produced a Guide for the ex-
change of machine-readable data of digital 
measurement values in a given metadata-for-
mat. The fundamental goal of this development 
is machine communication using only the seven 
SI base units. A unit that only requires to inter-
pret SI base units has the greatest importance 
for a highly machine-readable data representa-
tion. We have recently proposed to include at the 
BIPM website the conversion factors to the 
seven SI base units of most of the non SI units 
used worldwide for machine-to-machine com-
munication [3]. Here we address additional con-
siderations in this regard. 

Stop ignoring units outside the SI 
The global collaboration CODATA (Committee 
on Data of the International Science Council) 
formed also in 2018 the Task Group on Digital 
Representation of Units of Measurement 
(DRUM). The title of this contribution is inspired 
by that of a comment article appeared in Nature 
in 2022: “Stop squandering data: make units of 
measurement machine-readable” [4]. It was pub-
lished by DRUM and other scientists participat-
ing in a Forum on Metrology and Digitalization, 
reporting to the CIPM. The document addresses 
a set of shortcomings related to a consistent, 
machine-readable description of units in data, 
such as the lack of broadly agreed technical 
specifications for representing quantities and 
their associated units without confusing ma-
chines. The technical requirements for detecting 
the origin of the data, the units associated with 
the incoming data, conversion and validation 
modules, their language and format, so as auto-
mation of the workflow, may improve over time. 

However, the uniqueness of unit conversions 
with reference to the SI requires that a database 
of conversion factors be internationally agreed 
between States and then periodically updated 
with international agreement. In this regard, the 
information provided by the NIST Guide for the 
Use of the SI and the ISO/IEC 80000 series of 
standards would gain internationally authorita-
tive status if it were approved by the CGPM and 
made official on the BIPM website. There is al-
ready formal cooperation between BIPM/CIPM 
with CODATA and its Task group DRUM. It 
seems then very feasible that scientific efforts 
will continue, aiming at the inclusion of a conver-
sion factors database in a possible international 
agreement between States participating in the 
decision-making bodies of the Metre Conven-
tion. It should also be noted that ISO and IEC are 
independent, non-governmental organizations 
made up of members from the national standard-
ization bodies, which can be either public or pri-
vate. Within the framework of the Metre Conven-
tion, there are already historical precedents of 
collaboration involving both organizations. They 
participate together with the BIPM in the Joint 
Committee for Guides in Metrology. They are 
also signatory of a Joint statement of intent on 
the digital transformation. 

The new message of universal unification 
emerging from those adhering to the Metre Con-
vention could be: This is the SI, and these are 
the conversion factors to be used so that any 
other customary unit in use is discarded by using 
only SI units. 
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forces in pound-force (lbf), whereas the team
who built the thrusters were expecting a value in
newton (N), according to specifications. One so-
lution to these problems is to continue waiting 
decades until all humans become familiar with
using SI units. Another solution would be to force
all machines to communicate with each other us-
ing only SI units. The latter has been proposed
in the SmartCom project [2] with the participation
of several major National Metrology Institutes, 
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may still refer at the user interface level to non-
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mat. The fundamental goal of this development 
is machine communication using only the seven
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for a highly machine-readable data representa-
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BIPM website the conversion factors to the 
seven SI base units of most of the non SI units
used worldwide for machine-to-machine com-
munication [3]. Here we address additional con-
siderations in this regard.
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The global collaboration CODATA (Committee 
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ing in a Forum on Metrology and Digitalization,
reporting to the CIPM. The document addresses
a set of shortcomings related to a consistent, 
machine-readable description of units in data, 
such as the lack of broadly agreed technical
specifications for representing quantities and
their associated units without confusing ma-
chines. The technical requirements for detecting
the origin of the data, the units associated with 
the incoming data, conversion and validation 
modules, their language and format, so as auto-
mation of the workflow, may improve over time. 

However, the uniqueness of unit conversions
with reference to the SI requires that a database 
of conversion factors be internationally agreed 
between States and then periodically updated
with international agreement. In this regard, the 
information provided by the NIST Guide for the 
Use of the SI and the ISO/IEC 80000 series of 
standards would gain internationally authorita-
tive status if it were approved by the CGPM and
made official on the BIPM website. There is al-
ready formal cooperation between BIPM/CIPM 
with CODATA and its Task group DRUM. It
seems then very feasible that scientific efforts
will continue, aiming at the inclusion of a conver-
sion factors database in a possible international
agreement between States participating in the
decision-making bodies of the Metre Conven-
tion. It should also be noted that ISO and IEC are
independent, non-governmental organizations
made up of members from the national standard-
ization bodies, which can be either public or pri-
vate. Within the framework of the Metre Conven-
tion, there are already historical precedents of
collaboration involving both organizations. They 
participate together with the BIPM in the Joint 
Committee for Guides in Metrology. They are
also signatory of a Joint statement of intent on
the digital transformation.

The new message of universal unification
emerging from those adhering to the Metre Con-
vention could be: This is the SI, and these are 
the conversion factors to be used so that any
other customary unit in use is discarded by using
only SI units.
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Summary:

The long-term performance of permanent magnets is critical, as even small variations in field or temper-
ature can cause irreversible demagnetization. In this paper, a test framework is presented with three 
different setups that enable comprehensive magnetization analysis and monitoring of commercial mag-
nets, capturing both direct and time-dependent losses, while bridging the gap between material testing 
and application requirements.

Keywords: testing methods and arrangements, in-situ demagnetization monitoring, application-ori-
ented demagnetization measurements, permanent magnets behavior

Introduction
Permanent magnets play a crucial role in actua-
tors, sensors, and measurement technology. 
Preventing irreversible magnetization losses is a 
key challenge, as demagnetization occurs due to 
field or temperature changes and time-depend-
ent effects [1]. Integral methods like hysteresis-
graphs, vibrating sample magnetometers (VSM)
[2], and Helmholtz coils assess overall magneti-
zation [3]. Hysteresisgraphs suffer from fluxme-
ter drifting, making them unsuitable for long-term 
studies. VSMs are limited by sample size [4],
while larger moment measurement coils, typi-
cally in a Helmholtz coil arrangement, lack exter-
nal field and temperature control. Local methods, 
such as field mappers, map the sample's field 
using a moving Hall probe, allowing the detection 
of field inhomogeneities but also lacking active 
field and temperature control. This highlights the 
necessity of a comprehensive framework that 
bridges material characterization with applica-
tion requirements. To address this, three testing 
concepts are developed and tested. This study 
focuses on measuring and monitoring direct 
magnetization losses, time-dependent viscosity 
𝑆𝑆, and the magnetic viscosity parameter 𝑆𝑆𝑣𝑣. 𝑆𝑆𝑣𝑣 al-
lows for the prediction of magnetization losses, 
by defining an effective fluctuation field: 𝐻𝐻𝑒𝑒𝑒𝑒𝑒𝑒 =
𝑆𝑆𝑣𝑣 ∗ ln (∆𝑡𝑡) [1]. This enables the extrapolation of 
results over the entire lifetime of a component. 
Furthermore, the testing arrangement enable in-
situ field scans for visualization of the demagnet-
ization process.

Testbench Framework
Concept 1

Fig. 1. General overview of concept 1.

The first concept, based on a classical Helmholtz 
coil with fluxmeter measurement, is enhanced by 
a stepper motor [5] for sample rotation (Fig. 1).
Additionally, a heating unit capable of reaching 
temperatures up to 250 °C was integrated. The 
fluxmeter converts the induced voltage into mag-
netic flux. Fluxmeter drifting is minimized by ro-
tating the sample within the Helmholtz coil, ena-
bling long-term measurements (magnetic vis-
cosity 𝑆𝑆) at various temperatures.

Concept 2
The second concept combines classical Helm-
holtz measurements with the functionality of a 
field mapper under varying field and temperature 
conditions (in situ) (Fig. 2) [6]. The sample, 
mounted on a rotating sample disc, can be 
heated up to 200 °C. During one rotation, it is 
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exposed to an external field within the yoke's air 
gap (𝐻𝐻𝑒𝑒𝑒𝑒𝑒𝑒 = 1800 kA/m), measured integrally via 
the Helmholtz coil with a fluxmeter, and locally 
analyzed by a scanning Hall probe. This enables 
both the integral measurement of the entire de-
magnetization curve (hysteresis curve) and de-
tailed local field mapping. 

Fig. 2. General overview of concept 2. 

Concept 3 

Fig. 3. General overview of concept 3. 

The third concept enables both rapid field 
changes and constant fields. It is based on a 
yoke made of electrical steel sheet, with excita-
tion coils generating external field strengths of up 
to 1500 kA/m (Fig. 3). The sample can be heated 
up to 250 °C and is measured using Hall probes 
in the air gap between the sample and the yoke. 
This setup is designed for measuring demagne-
tization curves as well as time-dependent beha-
vior over short time frames. It enables the routine 
determination of the magnetic viscosity parame-
ter 𝑆𝑆𝑣𝑣 for full-size samples. 

Data acquisition 

Fig. 4. General overview of the DAQ system 
with concept-specific components indicated in 
parentheses. 

Measurement acquisition and process control 
are managed by an ATmega 2560 microcontrol-
ler. Each setup includes a microcontroller with an 
ADC (Analog-to-Digital Converter) for acquiring 
measurement signals, such as Hall probe read-
ings and/or the magnetic moment from the flux-
meter (Fig. 4). This enables discrete data acqui-
sition and precise control of process parameters 
(Tab. 1), including driving the current source via 
a DAC (Digital-to-Analog Converter) and control-
ling the motor drive. Additionally, Concept 2 in-
cludes a field mapping unit alongside the main 
acquisition and process control unit, synchroniz-
ing its stepper motor with the sample's rotation 
for field mapping. 
Tab. 1: Summary of measurement methods, process 
parameters, and key results for all concepts. 

Conclusions 
The proposed testing framework enables a de-
tailed analysis of demagnetization effects in per-
manent magnets by combining integral and local 
measurement techniques. Concept 1 allows 
long-term monitoring of magnetic viscosity, con-
cept 2 provides in-situ field mapping, and con-
cept 3 determines viscosity parameters. These 
approaches bridge the gap between material 
testing and applications, improving the reliability 
of magnet stability assessments. 
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gap (𝐻𝐻𝑒𝑒𝑒𝑒𝑒𝑒 = 1800 kA/m), measured integrally via 
the Helmholtz coil with a fluxmeter, and locally
analyzed by a scanning Hall probe. This enables
both the integral measurement of the entire de-
magnetization curve (hysteresis curve) and de-
tailed local field mapping.

Fig. 2. General overview of concept 2.
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The third concept enables both rapid field 
changes and constant fields. It is based on a 
yoke made of electrical steel sheet, with excita-
tion coils generating external field strengths of up
to 1500 kA/m (Fig. 3). The sample can be heated
up to 250 °C and is measured using Hall probes
in the air gap between the sample and the yoke. 
This setup is designed for measuring demagne-
tization curves as well as time-dependent beha-
vior over short time frames. It enables the routine
determination of the magnetic viscosity parame-
ter 𝑆𝑆𝑣𝑣 for full-size samples.

Data acquisition

Fig. 4. General overview of the DAQ system
with concept-specific components indicated in
parentheses.

Measurement acquisition and process control
are managed by an ATmega 2560 microcontrol-
ler. Each setup includes a microcontroller with an
ADC (Analog-to-Digital Converter) for acquiring
measurement signals, such as Hall probe read-
ings and/or the magnetic moment from the flux-
meter (Fig. 4). This enables discrete data acqui-
sition and precise control of process parameters
(Tab. 1), including driving the current source via 
a DAC (Digital-to-Analog Converter) and control-
ling the motor drive. Additionally, Concept 2 in-
cludes a field mapping unit alongside the main 
acquisition and process control unit, synchroniz-
ing its stepper motor with the sample's rotation
for field mapping.
Tab. 1: Summary of measurement methods, process
parameters, and key results for all concepts.

Conclusions
The proposed testing framework enables a de-
tailed analysis of demagnetization effects in per-
manent magnets by combining integral and local
measurement techniques. Concept 1 allows
long-term monitoring of magnetic viscosity, con-
cept 2 provides in-situ field mapping, and con-
cept 3 determines viscosity parameters. These
approaches bridge the gap between material
testing and applications, improving the reliability
of magnet stability assessments.
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Summary:
In this study, we present a highly-sensitive SAW magnetic field sensor that utilizes phononic crystal 
structures with Au pillars embedded in a SiO2 guiding layer. The sensor’s sensitivity is considerably 
improved due to increased interactions between the SAW and the magnetostrictive material, facilitated 
by resonance effects within the PnC structure. Our proposed sensor thus demonstrates significantly 
enhanced performance compared to sensors with continuous delay lines.

Keywords: magnetic field sensor, magnetostriction, phononic crystal, surface acoustic wave

Introduction
Magnetic field sensors are crucial in various ap-
plications for accurate measurement and detec-
tion of magnetic fields [1-4]. Surface acoustic 
wave (SAW) based magnetic field sensors have 
been exploited to detect minute changes in mag-
netic fields by utilizing the ∆E effect, where the 
Young’s modulus of magnetostrictive materials 
changes under an external magnetic field, caus-
ing phase modulation of the SAW [5-8]. This 
modulation is detected and measured, providing 
information about the magnetic field strength. 
Phononic crystals (PnC), i.e., engineered mate-
rials with periodic arrangements, allow precise 
control over acoustic wave propagation and dis-
persion [9-15]. Integrating PnC structures into 
SAW magnetic field sensors enhances sensitiv-
ity and performance, promising advancements 
for applications that require accurate magnetic 
field detection [16].

Here, we model a SAW magnetic field sensor
with a PnC structure embedded within the guid-
ing layer. The proposed sensor is schematically 
illustrated in Fig. 1. A thick silicon substrate is 
coated by a 1 µm-thick Al0.77Sc0.23N piezoelectric 
layer [17]. Two gold IDTs are devised on the sur-
face of the AlScN layer to generate and detect a 
Rayleigh wave at a center frequency of approxi-
mately 250 MHz. A 2D square lattice of Au pillars 
is embedded within the SiO2 guiding layer be-
tween the two IDTs. These pillars are of the 
same thickness as the guiding layer (hp = hGL =
4.5 µm). The entire PnC structure is then coated
by a continuous FeCoSiB layer with a thickness 
of hMS = 200 nm.

Fig. 1. SAW magnetic field sensor with Au-SiO2 PnC. 
A magnified view of a unit cell of the PnC is shown
with further details. a and rp denote the lattice constant
and the radius of the pillars, respectively. hGL and hMS
represent the thicknesses of the guiding layer and the 
magnetostrictive layer.

Theoretical Model
To analyze the sensor’s performance, we solve
a set of coupled differential equations using the 
finite element method (FEM) [18,19]. For sim-
plicity, we consider an isotropic magnetostrictive 
material whose mechanical stiffness tensor is 
determined by the Young’s modulus (E) and 
Poisson’s ratio (ν).

Applying a magnetic field induces changes in the 
Young’s modulus of the magnetostrictive mate-
rial, denoted as the ΔE effect. The final value of 
the Young’s modulus (𝐸𝐸𝑓𝑓) is achieved by the su-
perposition of the purely mechanical component 
(E0) and the magnetically-induced component 
(∆E) [20]. When accounting for a hard axis mag-
netization process:

𝐸𝐸𝑓𝑓 = {(
1
𝐸𝐸0
+ 1

∆𝐸𝐸)
−1

𝐸𝐸0
|H| < H𝐾𝐾
|H| > H𝐾𝐾

(4)
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Here, H𝐾𝐾 denotes the effective anisotropy field 
and the magnetically-induced change in the 
Young’s modulus (∆E) can be obtained using the 
following formula: 
1

∆𝐸𝐸 = 9
4

𝜇𝜇0𝜆𝜆𝑠𝑠2H2

𝐾𝐾2 𝜒𝜒 (5) 

where 𝜇𝜇0, 𝜆𝜆𝑠𝑠, and 𝐾𝐾 are the magnetic vacuum 
permeability, the saturation magnetostriction, 
and the first-order anisotropy constant, 
respectively. Further details regarding the theo-
retical model and material parameters can be 
found in [16]. 

Results 
We employed the finite element method (FEM) 
to calculate the band structure of the PnC and 
conducted a series of parameter sweeps using 
COMSOL Multiphysics to determine the optimal 
dimensions of the PnC for precise frequency 
matching between one of the PnC resonant 
modes with the center frequency of the Rayleigh 
mode generated by the IDT, i.e., f=250 MHz. The 
details of the simulation model can be found 
elsewhere [16]. Fig. 2(a) presents the band dia-
gram calculated in Γ-Χ direction for a PnC with a 
= 5.6 μm and rp = 0.25×a = 1.4 μm. The PnC di-
mensions are adjusted so that the second Ray-
leigh mode (R2) meets the frequency matching 
condition near the edge of the first Brillouin zone. 
In this region, formation of flat bands results in 
slower wave propagation for frequencies close 
to the band edges. 

Fig. 2. Left: Band diagram of the PnC with a = 5.6 μm, 
rp = 1.4 μm and hp = 4.5 µm, calculated in the Γ-Χ di-
rection of the first Brillouin zone. Rayleigh and Love 
modes are indicated by blue and red lines, respec-
tively. The grey-shaded area outlines the sound cone. 
Right: Displacement profiles of the first three Rayleigh 
and Love modes calculated at the point X of the first 
Brillouin zone. 

To investigate the sensitivity of our sensor, we 
subjected it to an external magnetic field in the 
range of 0.6H𝐾𝐾 < |H| < 0.7H𝐾𝐾. Alteration of the 
magnetic field within this range induces a linear 
change in the Young’s modulus of the FeCoSiB 
layer, ranging from 120 GPa to 115 GPa. This 

leads to a change in the SAW velocity and a 
phase shift in the output signal, which is ana-
lyzed to quantify the magnetic field strength. 

The structural sensitivity of the sensor is defined 
as the change in the SAW phase velocity per unit 
change in the Young’s modulus of FeCoSiB 
(𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠 = 𝜕𝜕𝜕𝜕 𝜕𝜕𝐸𝐸𝑓𝑓⁄ ). Fig. 3(a) presents the band dia-
gram of the second Rayleigh mode (R2 in Fig. 2) 
for two different Young’s modulus values of 115 
and 120 GPa. At the frequency of f=250 MHz, 
the phase velocity of the Rayleigh wave changes 
by Δv~88 m/s, yielding a structural sensitivity of 
𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠 ~17.6 𝑚𝑚/𝑠𝑠

𝐺𝐺𝐺𝐺𝐺𝐺. The Rayleigh mode propagating 
through the unpatterned guiding layer exhibits a 
phase velocity change of Δv~7.5 m/s in re-
sponse to the same variation in the Young’s 
modulus of FeCoSiB, resulting in a structural 
sensitivity of 𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠 ~1.5 𝑚𝑚/𝑠𝑠

𝐺𝐺𝐺𝐺𝐺𝐺 (Fig. 3(b)). 

Fig. 3. Band diagrams of (a) the second Rayleigh 
mode of the PnC (R2 in Fig. 2) and (b) the Rayleigh 
mode propagating through the unpatterned guiding 
layer for the Young’s modulus values of 120 and 115 
GPa. v1 and v2 denote the phase velocity values 
acquired for 120 and 115 GPa, respectively. 

The significant enhancement in the sensitivity of 
the SAW magnetic field sensor is attributed to 
resonance effects within the PnC structure. 
These effects cause the SAW to propagate 
through the PnC with an effectively lower veloc-
ity, resulting in an effectively increased interac-
tion between the SAW and the magnetostrictive 
material, thereby improving the sensing capabil-
ity of our sensor. 
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Here, H𝐾𝐾 denotes the effective anisotropy field
and the magnetically-induced change in the 
Young’s modulus (∆E) can be obtained using the 
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1

∆𝐸𝐸 = 9
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𝜇𝜇0𝜆𝜆𝑠𝑠2H2

𝐾𝐾2 𝜒𝜒 (5)

where 𝜇𝜇0, 𝜆𝜆𝑠𝑠, and 𝐾𝐾 are the magnetic vacuum
permeability, the saturation magnetostriction,
and the first-order anisotropy constant,
respectively. Further details regarding the theo-
retical model and material parameters can be 
found in [16].

Results
We employed the finite element method (FEM)
to calculate the band structure of the PnC and
conducted a series of parameter sweeps using
COMSOL Multiphysics to determine the optimal
dimensions of the PnC for precise frequency
matching between one of the PnC resonant
modes with the center frequency of the Rayleigh
mode generated by the IDT, i.e., f=250 MHz. The 
details of the simulation model can be found
elsewhere [16]. Fig. 2(a) presents the band dia-
gram calculated in Γ-Χ direction for a PnC with a
= 5.6 μm and rp = 0.25×a = 1.4 μm. The PnC di-
mensions are adjusted so that the second Ray-
leigh mode (R2) meets the frequency matching
condition near the edge of the first Brillouin zone.
In this region, formation of flat bands results in
slower wave propagation for frequencies close
to the band edges.

Fig. 2. Left: Band diagram of the PnC with a = 5.6 μm,
rp = 1.4 μm and hp = 4.5 µm, calculated in the Γ-Χ di-
rection of the first Brillouin zone. Rayleigh and Love
modes are indicated by blue and red lines, respec-
tively. The grey-shaded area outlines the sound cone.
Right: Displacement profiles of the first three Rayleigh
and Love modes calculated at the point X of the first
Brillouin zone.

To investigate the sensitivity of our sensor, we
subjected it to an external magnetic field in the 
range of 0.6H𝐾𝐾 < |H| < 0.7H𝐾𝐾. Alteration of the
magnetic field within this range induces a linear
change in the Young’s modulus of the FeCoSiB
layer, ranging from 120 GPa to 115 GPa. This 

leads to a change in the SAW velocity and a 
phase shift in the output signal, which is ana-
lyzed to quantify the magnetic field strength.

The structural sensitivity of the sensor is defined 
as the change in the SAW phase velocity per unit
change in the Young’s modulus of FeCoSiB
(𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠 = 𝜕𝜕𝜕𝜕 𝜕𝜕𝐸𝐸𝑓𝑓⁄ ). Fig. 3(a) presents the band dia-
gram of the second Rayleigh mode (R2 in Fig. 2)
for two different Young’s modulus values of 115
and 120 GPa. At the frequency of f=250 MHz, 
the phase velocity of the Rayleigh wave changes
by Δv~88 m/s, yielding a structural sensitivity of
𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠 ~17.6 𝑚𝑚/𝑠𝑠

𝐺𝐺𝐺𝐺𝐺𝐺. The Rayleigh mode propagating
through the unpatterned guiding layer exhibits a
phase velocity change of Δv~7.5 m/s in re-
sponse to the same variation in the Young’s
modulus of FeCoSiB, resulting in a structural
sensitivity of 𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠 ~1.5 𝑚𝑚/𝑠𝑠
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Fig. 3. Band diagrams of (a) the second Rayleigh
mode of the PnC (R2 in Fig. 2) and (b) the Rayleigh
mode propagating through the unpatterned guiding
layer for the Young’s modulus values of 120 and 115
GPa. v1 and v2 denote the phase velocity values
acquired for 120 and 115 GPa, respectively.

The significant enhancement in the sensitivity of
the SAW magnetic field sensor is attributed to
resonance effects within the PnC structure.
These effects cause the SAW to propagate
through the PnC with an effectively lower veloc-
ity, resulting in an effectively increased interac-
tion between the SAW and the magnetostrictive
material, thereby improving the sensing capabil-
ity of our sensor.
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Summary:
For legally required Real Driving Emissions measurements, the quantification of NO2 amount fractions
is performed using Portable Emission Measurement System (PEMS). Although a PEMS must be accu-
rately calibrated, the typical NO2 calibration gas matrix composition (e.g. synthetic air) differs signifi-
cantly to that of car exhaust gas. This study shows that a change in matrix composition can cause
considerable deviations in PEMS NO2 results. We found a slope difference of up to about 30 % between 
measurements performed in synthetic air and a matrix gas mimicking real exhaust gas composition.

Keywords: Nitrogen dioxide (NO2), Gas matrix effect, Portable emission measurement system 
(PEMS), Calibration, Optical gas standards (OGS).

Introduction
Nitrogen dioxide (NO2), one of the major species 
of nitrogen oxide (NOx), is a reactive gas and an
air pollutant that has hazardous effects on hu-
man health. In addition to its health effects, NO2
further contributes to degradation of air quality as 
it is a precursor of secondary pollutants [1]. The 
European Commission has defined rigid emis-
sion limits for combustion engine vehicles. NOx 
is one of the key pollutant groups under the 
emission regulation. To overcome the discrep-
ancies between laboratory tests and real vehicle 
operation, the concept of real driving emission
(RDE) measurements was developed and
adopted in the European vehicle regulations.
RDE measurements should be performed during 
realistic road emission tests using portable emis-
sion measurement system (PEMS) devices [2].
In the last years, there has been a strong need 
to calibrate PEMS devices using reference 
gases that better reflect the real application in 
particular the real exhaust gas composition.
Here, the real exhaust gas composition includes 
additional molecules such as NO, CO, CO2 and 
H2O, while the common components N2 and O2
appear in largely different amount fractions.
However, for NO2, PEMS are typically still cali-
brated using NO2 in oversimplified gas matrices 
such as nitrogen or synthetic air, which leads to 
matrix composition dependent calibration devia-
tions compared to real exhaust gas. Hence, it is 
important to determine which effect the different 
matrix gas composition has on the calibration ac-
curacy of the PEMS. Due to the complex compo-
sition of real exhaust gases, there has also been 
a strong necessity to investigate whether 

calibration of PEMS devices in nitrogen or syn-
thetic air gas matrix produces valid results when 
measuring in the real-world application i.e. car 
exhaust gas analysis. Therefore, in this study, 
we focused on the investigation of matrix gas ef-
fects on the performance of a commercial PEMS 
device that was calibrated using NO2 in synthetic
air. This is done by measuring NO2 amount frac-
tions in various gas matrix compositions. The re-
sults from the PEMS device are compared to 
those of a reference device at PTB for a cross 
check and validation of the observed effects.

Method
Fig. 1 shows a schematic diagram of the setup
used for NO2 measurements. The International 
System of Units (SI) – traceable static gas refer-
ence materials prepared in cylinders or dynami-
cally prepared gas mixtures were used to inter-
rogate the PEMs device. The dynamic gas mix-
tures are prepared via dilution of the static gas 
mixtures. In parallel with the PEMS device, there
is a reference device (Non-Dispersive Ultraviolet
spectrometer) that also monitors the NO2
amount fraction (concentration) for cross check 
and validation of the measured effects. Matrix ef-
fects on the response of the reference device 
were previously validated via a comparison with 
the PTB direct tunable diode laser absorption 
spectroscopy (dTDLAS) instrument [3] and 
found to be insignificant. The dTDLAS instru-
ment is being developed to be operated as an 
optical gas standard (OGS) and fully accounts 
for matrix gas effects via the fitting of the absorb-
ance data [3]. The work with the dTDLAS instru-
ment is planned for a separate publication.
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Introduction
Nitrogen dioxide (NO2), one of the major species
of nitrogen oxide (NOx), is a reactive gas and an
air pollutant that has hazardous effects on hu-
man health. In addition to its health effects, NO2
further contributes to degradation of air quality as
it is a precursor of secondary pollutants [1]. The
European Commission has defined rigid emis-
sion limits for combustion engine vehicles. NOx 
is one of the key pollutant groups under the
emission regulation. To overcome the discrep-
ancies between laboratory tests and real vehicle 
operation, the concept of real driving emission
(RDE) measurements was developed and
adopted in the European vehicle regulations.
RDE measurements should be performed during 
realistic road emission tests using portable emis-
sion measurement system (PEMS) devices [2].
In the last years, there has been a strong need
to calibrate PEMS devices using reference 
gases that better reflect the real application in
particular the real exhaust gas composition.
Here, the real exhaust gas composition includes
additional molecules such as NO, CO, CO2 and 
H2O, while the common components N2 and O2
appear in largely different amount fractions.
However, for NO2, PEMS are typically still cali-
brated using NO2 in oversimplified gas matrices
such as nitrogen or synthetic air, which leads to
matrix composition dependent calibration devia-
tions compared to real exhaust gas. Hence, it is
important to determine which effect the different
matrix gas composition has on the calibration ac-
curacy of the PEMS. Due to the complex compo-
sition of real exhaust gases, there has also been 
a strong necessity to investigate whether

calibration of PEMS devices in nitrogen or syn-
thetic air gas matrix produces valid results when
measuring in the real-world application i.e. car 
exhaust gas analysis. Therefore, in this study,
we focused on the investigation of matrix gas ef-
fects on the performance of a commercial PEMS
device that was calibrated using NO2 in synthetic
air. This is done by measuring NO2 amount frac-
tions in various gas matrix compositions. The re-
sults from the PEMS device are compared to 
those of a reference device at PTB for a cross
check and validation of the observed effects.

Method
Fig. 1 shows a schematic diagram of the setup
used for NO2 measurements. The International
System of Units (SI) – traceable static gas refer-
ence materials prepared in cylinders or dynami-
cally prepared gas mixtures were used to inter-
rogate the PEMs device. The dynamic gas mix-
tures are prepared via dilution of the static gas
mixtures. In parallel with the PEMS device, there
is a reference device (Non-Dispersive Ultraviolet
spectrometer) that also monitors the NO2
amount fraction (concentration) for cross check
and validation of the measured effects. Matrix ef-
fects on the response of the reference device 
were previously validated via a comparison with 
the PTB direct tunable diode laser absorption
spectroscopy (dTDLAS) instrument [3] and
found to be insignificant. The dTDLAS instru-
ment is being developed to be operated as an
optical gas standard (OGS) and fully accounts
for matrix gas effects via the fitting of the absorb-
ance data [3]. The work with the dTDLAS instru-
ment is planned for a separate publication.

Fig. 1. Schematic diagram of the setup used for NO2 
measurements. 

By means of the dynamically generated gas mix-
tures as shown in Fig. 1, multiple NO2 amount 
fraction steps can be measured by both the 
PEMS device and the reference instrument sim-
ultaneously. For the matrix effect studies, dy-
namically prepared gas mixtures with NO2 in dif-
ferent matrices, e.g.  (a) synthetic air (79 % N2, 
21 % O2), (b) synthetic air plus argon (78 % N2, 
21 % O2, 1 % Ar), and (c) 85 % N2 plus 0.5 % O2, 
0.2 % NO, 0.02 % C3H8, 0.5 % CO and 14 % CO2 
were used. For all gas matrices, the H2O level as 
specified by the producer was well below 2 
µmolmol-1. The multi-component matrix (c) was 
prepared to mimic real car exhaust gas compo-
sition. 

Results 
As shown in Fig. 2, the results from the PEMS 
device are compared to those from the reference 
device by plotting the measured NO2 amount 
fraction as a function of dynamically generated 
NO2 amount fraction values. For the PEMS and 
reference instrument, a good linearity is derived 
for the NO2 amount fraction results for the differ-
ence as matrices as presented in Fig. 2. For the 
reference device, the slope values are almost 
identical (within ±0.01) for matrix a, b and c, i.e. 
1.09, 1.08 and 1.09, respectively. However, for 
the PEMS device, the slope values for the differ-
ent matrix compositions a, b, and c vary up to 
about 30 % (i.e. 0.98, 0.97, and 1.29 respec-
tively), and demonstrate a strong matrix effect on 
the PEMS device.  

It is concluded here that, if air-based matrix ref-
erence materials are applied to calibrate a PEMS 
device, it can lead to a considerable deviation of 
the NO2 amount fraction in car exhaust measure-
ment in real world scenarios. Future measure-
ments are planned to calibrate the PEMS device 
with the dTDLAS OGS which provides direct 
traceability of the results to the SI. This will ena-
ble the PEMS device to be used in real world ap-
plications, providing accurate and reliable NO2 
measurements in car exhaust gases. 

Fig. 2. Plot of measured NO2 amount fraction as a 
function of dynamically generated NO2 amount frac-
tion values, PEMS device (blue) and a reference de-
vice (red).  
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2. Targets

Processing of sensor data with AI directly in the multisensor, only KPIs are sent to the 

cloud. Resilience with end-to-end security from edge to cloud. 

The battery life of the sensors is expected to be several years to be able to use them 

in complex systems with long maintenance intervals. 

Simple and reliable fault detection is intended to enable plants to operate longer. 

Pumps without connection to an automation system are observable using 

implemented long range wireless network interface NB-IoT. 

Wireless transmission of 

huge data sets 
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maintenance planning 
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3. Test

Benchmark of 3 AI processors inside ThinKIsens sensor: ARM, RISC-V extended and 
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pump flow rig. 

DOI 10.5162/SMSI2025/P51



SMSI 2025 Conference – Sensor and Measurement Science International 336

Modelling Membrane-Based Compact Fiber-Interferometric
Gas Pressure Sensors in Cryogenic Environments

Daniel Hartwig1, Christoph Reinhardt1, Lea Stankewitz1, 2, Sandy Croatto1, Hossein Masalehdan2,
Sven Karstensen1, Jörn Schaffran1, Nils Sültmann2, Axel Lindner1 and Roman Schnabel2

1 Deutsches Elektronen-Synchrotron DESY, Notkestr. 85, 22607 Hamburg, Germany
2 Universität Hamburg, Luruper Chaussee 149, 22761 Hamburg, Germany

daniel.hartwig@desy.de

Summary: Ultra-thin nanomechanical membrane oscillators are used in various technological applications. Re-
cently, the ability to sense gas pressures across a ten-decade measurement range was demonstrated by interrogat-
ing the motion of a silicon-nitride trampoline membrane with a free-space interferometer. To increase the flexibility
and compactness of this sensing solution, the use of optical fibers is a promising pathway toward broad applica-
bility. Here, we model the interface between an optical fiber and a silicon-nitride membrane, and verify pressure
readings from a prototype sensor inside a cryogenic vacuum system using a rarefied gas simulation. We find the
fiber-based sensor to have a comparable readout sensitivity to a free-space setup while delivering predictable and
precise pressure readings even in cryogenic environments.
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difference time-domain method, rarefied gas simulation
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Fig. 1: Schematic of the fiber-membrane interferome-
ter. A part of the incoming light wave Ein is reflected
at the fiber tip while another part propagates in free
space to the membrane, which itself reflects a part of
this light. Back at the fiber tip, the two components re-
combine and interfere, forming the reflected wave Er.
Adapted from [2].

Pressure Sensing Principle
A 50-nm-thick silicon nitride membrane is im-
mersed in the gas to be analyzed. Through its
high internal stress and frame design, the mem-
brane with a sidelength of approx. 1 mm is able
to oscillate in its drum mode with very low inter-
nal friction. Any presence of residual gas parti-
cles increases the damping of the membrane os-
cillation, reducing its mechanical ringdown time.
By measuring this ringdown time interferometri-
cally, the pressure of the surrounding gas is re-
constructed as demonstrated before with up to a
ten-decade measurement range [1].

Modelling the Fiber-Membrane Interface
The interferometer for detecting the membrane
motion is formed right in the space of approx.
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Fig. 2: Simulated electrical field pattern for the fiber-
membrane interferometer. A continuous wave is emit-
ted from the fiber core (dark gray) on the left of the
image. The membrane (thin line at X = 0) reflects a
part of the light back into the fiber, while some light is
lost by transmission through the membrane or reflec-
tion into the fiber cladding.

100 µm between the fiber tip and membrane sur-
face, see fig. 1. As the membrane oscillates,
it modulates the distance between the fiber tip
and the membrane surface and, consequently,
the phase of the light reflected by the membrane.
This light then interferes inside the fiber with the
light that was internally reflected at the fiber tip,
modulating the total reflected optical power.

As the membrane oscillation is converted to a
modulation of the light power reflected by the in-
terferometer, the modulation amplitude and the
photonic shot noise of the power measurement
fundamentally determine the smallest detectable
membrane displacement. To estimate the dis-
placement signal and shot noise of the fiber-
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part of the light back into the fiber, while some light is
lost by transmission through the membrane or reflec-
tion into the fiber cladding.
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and the membrane surface and, consequently,
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This light then interferes inside the fiber with the
light that was internally reflected at the fiber tip,
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Fig. 3: Modelled reflectance of the fiber-membrane
interferometer as the distance between fiber tip and
membrane is varied. The analytic approximation as-
sumes a gaussian mode profile of the light exiting the
fiber, while the numerical simulation is the result of
a finite-difference time-domain (FDTD) optics simula-
tion [3] implementing the actual fiber eigenmode.

membrane interferometer, the interferometer re-
flectivity as a function of distance L between the
fiber tip and the membrane was estimated using
both a numerical simulation (fig. 2) and an ana-
lytic method, which differ by 7 % at most.

Fig. 3 shows the predictions of the interferom-
eter reflectance. The highest signal-to-noise ra-
tio is achieved at small gaps L, where the in-
terference signal has the highest amplitude. In
this case, no reflected light is lost due to mode
mismatch between the reflected beam and the
fiber eigenmode, which corresponds to the per-
formance of a free-space interferometer. At a
distance of 100 µm, more than half of the max-
imum signal is still conserved. In a shot-noise-
limited scenario, this equates to losing less than
30 % in signal-to-noise ratio.

Modelling Pressure Gradients in Cryogenic
Environments
To demonstrate the pressure sensing ability of a
fiber-based prototype sensor at cryogenic tem-
peratures, it was placed in a vacuum chamber
immersed in liquid nitrogen (fig. 4(a)). Nearby, a
controlled stream of gas entered the chamber to
control the gas pressure. The pressure reading
from the membrane sensor was compared to a
commercial pressure gauge placed in the room-
temperature top part of the system [4]. However,
due to pressures being in the free molecular flow
regime, the pressures inside the vacuum system
varied substantially by location inside the sys-
tem, leading to differences between the pressure
reading in the two locations. To verify the mea-
sured pressure differences between the top and
bottom of the vacuum system, a finite-elements
simulation [5] was conducted, see fig. 4(b). It
verified the pressure differences to within 15 %

Fig. 4: (a) Photograph of sample volume in cryo-
stat. (b) Model geometry and simulated pressure dis-
tribution in cryostat vacuum system. Gas is injected
in the bottom chamber at cryogenic temperature and
pumped out of the system near the top at room tem-
perature.

of the observed values.

Conclusion
By modelling the fiber-membrane interface, we
estimated the shot-noise-limited readout sensi-
tivity of portable cm-scale fiber-interferometric
pressure sensors to reach at least 70 % of a free-
space table-top Michelson interferometer. Fur-
ther, molecular flow simulations of the pressure
gradients inside a cryogenic test setup match
the measurements within 15 %. Overall, the
presented simulations support the development
of our novel, broadly applicable gas pressure
sensor combining a nanomechanical resonator
with a compact and flexible fiber-based readout,
especially for applications in cryogenic environ-
ments.
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Summary:
This study demonstrates the combined use of DTGS and DTS for temperature estimation in a bubble 
column reactor. DTS provides absolute temperature, while DTGS precisely detects rapid thermal varia-
tions. Results show bubble-induced convection enhances heat distribution, emphasizing the benefits of 
integrating both techniques for advanced process monitoring.
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Introduction
Distributed Fiber Optic Sensing (DFOS) technol-
ogies have revolutionized monitoring in harsh 
environments, offering remote sensing capabili-
ties with high sensitivity, linear response, and 
discreet deployment. Among these, Distributed 
Temperature Sensing (DTS) leverages Raman 
scattering to provide absolute temperature 
measurements over distances of up to 70 km.
However, its temperature resolution is limited to 
approximately 2°C, and its sampling rate is rela-
tively slow [1],[2]. Conversely, Distributed 
Acoustic Sensing (DAS) utilizes Rayleigh scat-
tering to detect variations in the optical path 
caused by strain and refractive index fluctua-
tions. This allows a broadband response from 
high frequency acoustic signals to low frequency 
temperature gradients and deformation, support-
ing the terms low frequency-DAS (LF-DAS) and
Distributed Temperature Gradient Sensing 
(DTGS). Although DAS does not provide abso-
lute measurements, it offers exceptional preci-
sion, with sensitivity on the order of nε and μK,
while maintaining a rapid response time [3]. Pre-
viously we have demonstrated the measurement 
of the movement of bubbles in an experimental 
column reactor using DAS [4]. In this work, we 
extend capabilities to temperature estimation 
combining simultaneous DAS/DTGS and DTS 
measurements to enhance process control.

Methodology
The bubble column reactor setup (Figure 1) fea-
tures a 2-m-high acrylic pipe with a 150 mm 
outer diameter and 5 mm wall thickness, filled 

with water and open at the top. Air bubbles were 
sparged into the reactor through a controlled air 
inlet at the bottom. The Fiber Under Test is a du-
plex round cable (9/125µ G652.D, 3 mm outer 
diameter), with one fiber dedicated to 
DAS/DTGS and the other to DTS measure-
ments. Two key sections were instrumented: 
Outside wrap, a 137 m-fiber helically wrapped 
around the column’s outer surface, covering 85.8 
cm in height. The Inside wrap section is 22 m-
long fiber, similarly wound near the top inside the 
column.

Fig. 1. Experimental setup for the measurement of 
temperature in a bubble column reactor.

DAS/DTGS and DTS data were acquired using 
a single interrogator unit at JKU’s Institute of 
Measurement Technology, sampled with a 14-
bit, 500 MS/s acquisition card at 10 kHz and a 40 
ns spatial resolution. The experiment lasted 
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Fig. 1. Experimental setup for the measurement of
temperature in a bubble column reactor.

DAS/DTGS and DTS data were acquired using
a single interrogator unit at JKU’s Institute of 
Measurement Technology, sampled with a 14-
bit, 500 MS/s acquisition card at 10 kHz and a 40 
ns spatial resolution. The experiment lasted

600 s. Initially, the column contained still water. 
At 80 s, a water heater positioned near the top 
was activated, gradually increasing the temper-
ature. At 260 s, an automated valve periodically 
opened the air inlet, producing bubbles that as-
cended to the surface. Their movement induced 
fluid circulation within the column. 

Results 
Figure 2 presents the results from both sensing 
technologies. The DTS signal is depicted in the 
upper colormap, while the DAS in the lower col-
ormaps. The Outside wrap section extends from 
50 to 187 m, while the Inside wrap spans 203 to 
225 m. Within these ranges, both signals exhibit 
a similar trend, showing a gradual increase in in-
tensity over time, though with varying gradient 
periods. To provide a more detailed analysis, lo-
cal signals are plotted at three key positions: out-
side bottom, outside top, and inside top, as indi-
cated in Figure 1. At the start, the DTS signals 
reflect the outer wall temperature of the column, 
which is expected to be close to ambient temper-
ature, averaging approximately 23°C, with a var-
iation of ±1°C across different heights. Mean-
while, the inside wrap of the column registers an 
initial water temperature of approximately 
27.5°C due to heating prior to the experiment. In 
contrast, DTGS signals all start at zero, as they 
measure relative variations over time rather than 
absolute temperature. However, DTGS re-
sponds more rapidly to thermal changes. At 80 s 
after the start of the experiment, the water heater 
was turned on, triggering a temperature increase 
that is first detected at the inside top position, fol-
lowed by a delayed response at the outside top 
measurement points. The bottom measuring 
points remain largely unchanged until approxi-
mately 260 s, when the automated air inlet valve 
begins periodic operation. Up to this moment, 
heat propagation within the column is primarily 
driven by natural convection. However, once air 
bubbles are introduced, they induce fluid circula-
tion, significantly enhancing heat distribution 
throughout the column at all levels. This transi-
tion is clearly observed in the local signals, 
where temperature evolution follows distinct gra-
dients at different heights, highlighting the effect 
of bubble-induced mixing on thermal dynamics. 
Additionally, DAS data is displayed, where a 20 
Hz high-pass filter has been applied to extract vi-
bration and acoustic phenomena. The filtered 
signal reveals periodic pulse-shaped patterns af-
ter 260 s, corresponding to the opening of the air 
inlet valves and the periodic formation of bub-
bles. This process is closely aligned with the 
change in thermal dynamics observed in both 
DTS and DTGS signals, confirming the strong in-
fluence of bubble-induced convection on heat 
distribution. 

Fig. 2. Simultaneous temperature measurement us-
ing DTS (top) and DTGS/DAS (center and bottom). 

Conclusion 
The integration of DTS and DAS/DTGS enables 
precise absolute temperature monitoring with 
fast thermal response and acoustic analysis. 
This synergy enhances process monitoring and 
opens new possibilities for data fusion, improv-
ing accuracy and real-time insights into thermal 
and fluid dynamics. 

References 
[1] LAUBER, Thomas et al. Physical limits of raman

distributed temperature sensing-are we there yet?.
In: Optical Fiber Sensors. Optica Publishing
Group, 2018. p. WF30.

[2] UKIL, Abhisek et al. Distributed temperature sens-
ing: Review of technology and applications. IEEE
Sensors Journal, v. 12, n. 5, p. 885-892, 2011.

[3] PELAEZ QUIÑONES, Julián David et al. High res-
olution seafloor thermometry for internal wave and
upwelling monitoring using Distributed Acoustic
Sensing. Scientific Reports, v. 13, n. 1, p. 17459,
2023.

[4] SCHICK, Yannik et al. Flow monitoring in a bubble 
column reactor by Distributed Acoustic Sensing.
Technisches Messen, vol. 91, no. s1, 2024, pp.
14-19. https://doi.org/10.1515/teme-2024-0048

DOI 10.5162/SMSI2025/P53


	Index
	Lectures
	A - Sessions
	A1 - Atmospheric Measurement 
	A1.1
	A1.2
	A1.3
	A1.4

	A2 - Magnetic and inductive Measurement
	A2.1
	A2.2
	A2.3
	A2.4

	A3 - Bio Medical Aplications
	A3.1
	A3.2
	A3.3
	A3.4

	A4 - Revised SI 
	A4.1
	A4.2
	A4.3

	A5 - Acoustic Sensing
	A5.1
	A5.2
	A5.3
	A5.4

	A6 - Flexible Sensors
	A6.1
	A6.2
	A6.3
	A6.4

	A7 - Metrology in the digital age
	A7.1


	B - Sessions
	B1 - Multimodal IoT Devices
	B1.1
	B1.2
	B1.3
	B1.4

	B2 - MEMS Resonators
	B2.1
	B2.2
	B2.3
	B2.4

	B3 - Bio Medical Aplications
	B3.1
	B3.2
	B3.3
	B3.4

	B4 - Revised SI 
	B4.1
	B4.2
	B4.3

	B5 - Modeling
	B5.1
	B5.2
	B5.3
	B5.4

	B6 - Event Based Vision
	B6.1
	B6.2
	B6.3
	B6.4

	B7 - Bio Sensing
	B7.1
	B7.2
	B7.3


	C - Sessions
	C1 - Flow Sensing
	C1.1
	C1.2
	C1.3
	C1.4

	C2 - Sensor-Intelligence - Devices and Applications
	C2.1
	C2.2
	C2.3
	C2.4

	C3 - Gas Sensing I
	C3.1
	C3.2
	C3.3
	C3.4

	C4 - Robotics
	C4.1
	C4.2
	C4.3

	C5 - Gas Sensing II
	C5.1
	C5.2
	C5.3
	C5.4

	C6 - Hydrogen Sensor Technology
	C6.1
	C6.2
	C6.3
	C6.4

	C7 - Gas Sensing III
	C7.1
	C7.2
	C7.3


	D - Sessions
	D1 - IR Sensing
	D1.1
	D1.2
	D1.3
	D1.4

	D2 - Sensors for Agrifood Quality
	D2.1
	D2.2
	D2.3
	D2.4

	D3 - IR and Temperature Measurement
	D3.1
	D3.2
	D3.3
	D3.4

	D4 - Temperature Sensing 
	D4.1
	D4.2
	D4.3

	D5 - Piezoelectric MEMS I
	D5.1
	D5.2
	D5.3
	D5.4

	D6 - Piezoelectric MEMS II
	D6.1
	D6.2
	D6.3
	D6.4

	D7 - Radar Sensors
	D7.1
	D7.2
	D7.3



	Poster
	P01
	P02
	P03
	P04
	P05
	P06
	P07
	P08
	P09
	P10
	P11
	P12
	P13
	P14
	P15
	P16
	P17
	P18
	P19
	P20
	P21
	P22
	P23
	P24
	P25
	P26
	P27
	P28
	P29
	P30
	P31
	P32
	P33
	P34
	P35
	P36
	P37
	P38
	P39
	P40
	P41
	P42
	P43
	P44
	P45
	P46
	P47
	P48
	P49
	P50
	P51
	P52
	P53




